Numerical Approximation of a Time Dependent, Non-linear,
Fractional Order Diffusion Equation®
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Abstract. In this article we analyze a fully discrete numerical approximation to a time depen-
dent fractional order diffusion equation which contains a non-local, quadratic non-linearity. The
analysis is performed for a general fractional order diffusion operator. The non-linear term studied
is a product of the unknown function and a convolution operator of order 0. Convergence of the
approximation and a priori error estimates are given. Numerical computations are included which
confirm the theoretical predictions.
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1 Introduction

In this paper we study the numerical approximation to time dependent, fractional order, diffusion
equations containing a non-local quadratic non-linearity. Specifically, we consider equations of the

form:
ug + D*u — V- (uBu) = f(x), z€Q,tec(0,T], (1.1)
u(z,t) = 0, ze€dQ,te(0,1], (1.2)
u(z,0) = u(z), ze€Q, (1.3)

which arise from models in statistical mechanics. In such a setting u can be thought of as describing
the density of particles filling up a domain Q@ € IR?. In (1.1), D?* denotes a general fractional order
diffusion operator of order 2c, 1/2 < a < 1. The term V - (u B(u)) models particle interactions.

For the classical diffusion case (o = 1) the diffusion operator models a Brownian diffusion process.
For fractional diffusion (1/2 < a < 1) the D?® operator is commonly referred to as anomalous dif-
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fusion, where the underlying stochastic process is a Lévy a-stable flight. A key difference between
fractional diffusion operators and the usual diffusion operator is that fractional diffusion operators
are non-local operators. Equations containing fractional diffusion have also been investigated in
modeling turbulent flow [6, 17], chaotic dynamics of classical conservative systems [18] and contam-
inant transport in groundwater flow [2, 12].

In this paper we do not investigate the existence of u satisfying (1.1)-(1.3) but, assuming a sufficiently
regular solution wu exists, the existence and convergence properties of its approximation uy. (For
a discussion on the existence of u see [4].) The results presented in this paper extend the work
developed in [7], [8] (see also [14]) for a steady-state, linear fractional advection dispersion equation.

Different definitions for fractional diffusion operators have been used. Two such definitions are given
in Section 2.2. Our analysis does not rely on the particular form of the fractional diffusion operator,
only that it satisfies properties of continuity and coercivity (see (2.2),(2.3)). Several examples of
non-local operators B(-) are given in Section 2.3. Our analysis does not assume a particular form
for B(-), only that it is linear, and an operator of order 0 (see (2.4)).

A finite element approximation scheme is described and shown to be computable in Section 3. A
priori error estimates for the approximation are presented in Section 4. Holder type inequalities for
Sobolev spaces, used in the analysis, are derived in Section 2.4. Finally, in Section 5 we present
some numerical experiments which support the theoretical estimates.

2 Mathematical Preliminaries

2.1 Mathematical Notation

In this section we summarize the mathematical notation used, and state our assumptions regarding
properties satisfied by the fractional diffusion operator D>* and the operator B(-).

The following notation is used. The L?(£2) inner product is denoted by (-, -), and the LP(2) norm by
|- ||z», with the special cases of L?(2) and L°°(£2) norms being written as ||-|| and || - ||, respectively.
For k € IN, we denote the norm associated with the Sobolev space W*P(Q) by || - ||yyr.», With the
special case W*2(Q) being written as H*(2) with norm |-|| and seminorm |-|. For the definition
of fractional order Sobolev spaces W*P(Q), s € IRT\IN, we use the real method of interpolation
between two Banach spaces [3, 15].

When v(x,t) is defined on the entire time interval (0,7"), we define

1/2

T
— (- 2 v = ||v .
0k = </0 | (J)det) o oll@) = v, )]

For convenience we let X denote the space

[l =" sup JJo( 8[|, v
0<t<T

X = Hf(Q) := closure of C3°(Q2) in H*(Q). (2.1)

We use H~*(Q) to denote the dual space of H§(2), with norm denoted || - || —q-



Throughout the paper we use C' to denote a generic constant whose actual value may change from
line to line.

We make the following general assumptions regarding the diffusion operator. There exist constants
C.,Cy > 0 such that for v, w € X

(D**v,w) < Ci|v|lalwla, (continuity on X x X), (2.2)
(D*v,v) > C.|jv||%, (coercivity on X), (2.3)
where (-, -) denotes the duality pairing of H~*(Q2) and Hg ().

For the non-local operator B(-) we assume:
(i) B(:) is linear,
(ii) B(-) is an operator of order 0, i.e., for § >0, u € H5(Q),

[1B(u)lls < Cpllulls - (2.4)

2.2 Examples of Fractional Diffusion Operators satisfying (2.2),(2.3)

1. Fractional Laplacian Operator
In the context of pseudo-differential operators, [16], a fractional diffusion operator may be defined
in terms of the negative Laplacian operator, —A, [4].

We have that for w the Fourier transform variable,
F(—Au(z)) = |w*a(w) .
The Fractional Laplacian operator is then defined via the inverse Fourier transform as
(—A)Pu(z) = F' (jo] dw)) | (2.5)
Associated with (2.5) a fractional differential operator of order 2« may be formally defined as

D¥*u(x) = (—A)%u(x) . (2.6)

For D2 defined by (2.6), we have for v,w € H§(Q), a > 1/2,

(D*v,w) = ((-A)0, (~2)w)
< Crlvllallwla-
Also,
(D¥p,0) = ((—A)a/%,(—A)a/%)
> Collv)2.

2. Weighted Directional, Fractional Diffusion Operator
In [8, 13] the following fractional diffusion operator was introduced and analyzed.

D3%u(z) = —/ D2%y(x) M(dv), (2.7)
lvll=1
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where M (dv) denotes a general probability measure on the unit sphere in IRCZ; for o > 0,

—0 L 1 > o—1 _
Dl/ ’U(.%') T P(O’) /(; 5 U(CU €Z/) dé. 9
and forn—1<f<n,oc=n-—0,

DPu(z) == (v-V)"D,%v(z) .

v

Properties (2.2),(2.3) were established in [8, 13] for D2%.

2.3 Examples of Operators B(-) satisfying (2.4)

Typically B(-) is of the form

B(@) = [ ba.w)uly)dy (28)
For the ordinary diffusion equation the following operators have been considered. The choice
b(z,y) = c(z—y)le—y|™ (2.9)

has been used in a model for Brownian diffusion of charge carriers interacting via Coulomb forces.
For ¢ > 0 (2.8) has been used to model the mutual gravitational attraction of particles in a cloud
[4]. For d = 2, and

b(z,y) = (22— y2, —(z1 —y1)) o —y|7? (2.10)

the ordinary diffusion equation becomes the vorticity equation for the Navier-Stokes equations.
A general potential kernel for B(-) has the form
y| et

b(x,y) = c(z—y)|x— , for0<f<d—1. (2.11)

To determine the order of the operators B(-) defined above we have from [9]:

1. For P(x1,...,7;) a polynomial in d variables
F(P(w1,...,x)(w) = @m) P(=id/0wr, ..., —id/dwy) 6(w) . (2.12)
2. For r = |z|, p = |w|, m € {0,1,2,...}, c_1, ¢y constants dependent on d + 2m
Fr) = 292792 0¢d - 2)/2) 4 T(0V2), A£d+2m (2.13)
.7:(?"_‘{_27”) = %F(d/Q) amd/2 (cc1p®™Inp + cop®™) . (2.14)

For the k" component of z/|z|* = zp/|z|*, A # d + 2m, combining (2.12) and (2.13), we have
using the convolution property x of Fourier transforms

Flag/lz) = (@0)(=i0/0wi) 6(w) * 202721 ((d — X)/2) P~/ T(A/2)
_ C’/(—i@/@ak) 5(0) |w — o~ do
= Ci/ d(o) (Uk—wk)|w—a|)‘7d;2da

= Ciwg w42, (2.15)



The zero extension of f € HJ(Q), f, satisfies f € HV(IR‘Z). Thus, f € HJ(Q) implies |w]/F(f) €
L2 (RY), for 0 < j < 7.

For the k" component of B(u)(z) defined by (2.8),(2.11) with 3 # 1, we have, as B(-) is a convolution
operator,

. . 2
o P B o = [ ol i)

C H{j|u4ﬂj—ﬁ>uu2(w)da).

IA

Thus, if u € HJ () then (B(u)), € HTV(Q) fork = 1,...d. Hence B(u) € H?*7(Q). Consequently,
B(-) is an operator of order —f. (Also, then an operator of order 0). For § = 1, using (2.14), B(:)
is an operator of order —1.

2.4 Holder type inequalities for Sobolev Spaces

In this section we present a number of estimates which are useful in handling the non-linear term
in the error analysis.

Lemma 1 Let Q ¢ RY be bounded, 9Q € C*. Then for u and v such that the given morms are
finite we have ’
lulls [0l g5y » 0 < s < d/2
luoll < C{ ulloo Il . (2.16)
lulls [lvll, s > d/2

Proof: For z € W/P(Q) N W™ () we have the following embedding properties for Sobolev spaces
([1] Pg. 218). For 1 <r <p < o0,

lzlwie < Cllzllwme (2.17)
S0
i1 m ‘7._0,1f‘7“<p,‘ or
where — ==+ - — —, and 7 >0, jnot an integer , or
p d T d j>0, 1<r<2.

Note the above inequality (2.17) holds for m € IR, m > 0. Using Hoélder’s inequality, with p,p > 1,
satisfying 1/p + 1/p =1, and the embedding theorem

Juvll < flullp2e [0l 20

HUHWO,% ||U||W0,2,5

< Cllullyio-sem.e 10lyio.
= Cllullip-1)/@p 11420 - (2.18)

The first inequality in (2.16) follows from (2.18) with the choice s = d(p — 1)/(2p). The second and
third inequalities are straightforward to establish.



Remark: The boundary regularity assumption on € in Lemma 1, 9Q € C', can be relaxed. The
Sobolev embedding theorems on bounded domains require sufficiently regularity of the domain to

enable functions defined in Q to be appropriately extended to IRY. In particular, for the analysis
presented in Sections 3 and 4 it suffices for €2 to be a Lipschitz domain.

The following results are Holder type inequalities for Sobolev spaces.

Theorem 1 Let Q ¢ R be bounded, 0Q € C'. Then for 0 < a,<1,é>0,p>1,0<s<1/2,
u and v such that the given norms are finite we have

(2.19)

Juvlla < C’{ [ully 1v]lave, d
@ - ’
d

2,
HUHB/Qfs HUHa—i-s—I—év 3, 0<s< 1/2,

d=2, 1<p
luvllag < QMM+%%MPMMJMﬂPMmW@M%’ﬁT{st,1<p§3 (2.20)

Proof: We have that
Juv][r < [Juv]] + [uv]r, (2.21)

and
luv|y < ||JuVo| + [|[Vuo] .

Proceeding as in the proof of Lemma 1, with ¢,¢ > 1, 1/¢+1/G =1,

lu Vol < lullp2e [[Voll g2z < flullwoa [[o]w.2a
< Cllldg-1y20) 10l d2q)pc20) - (2.22)
Also, for e > 0
lu Vol < Cllulljg vl (2.23)
Similarly, with r > 1
[Vuv|| < C‘|U||(d'+2r)/(2r) HUHd’(Pl)/(z,ﬂ) and [|[Vuv| < CHU”l”UHd’/HE- (2.24)

Combining (2.21),(2.22),(2.24),(2.18), for s > 1, we have

vl < € (Nl gy 10 0dscaey + T0liqony o) 1l vy oy 108ty I iy ) -
(2.25)
From (2.22),(2.24)(b), and (2.25) it follows that

Juvlly < C Jully [Jo]l 4 d=2,3. (2.26)

1+€)/27
Also, equating the norms for u in the last two terms of (2.25) we have, for s appropriately chosen,
|luwv]1 < C Hqu’(q—l)/(Qq) ””“(Ui+2q)/(2q) , forg>3, d=3. (2.27)

Next we interpolate between spaces to obtain the stated estimates.



For wu fixed, let operators Ty, 17 be dependent on v defined by:
To = 11 = wv .

Using (2.26) we consider 7} as a bounded linear operator between H d1+)/2 and H 1 with norm

< Cllully. Also, using (2.18) we consider Tj as a bounded linear operator between H d/@2p) and L2,
with norm < C||u|]d/(p_1)/(2p). By interpolation [3, 15] we obtain

luvla = lluvlpe .,
< rmHanTonl*aan[Hd/@m,HM/Z]Q,Q
< Ol I 12—y +
< Ol 9] s o) 2 (2.98)

for 1 < p <3inIR? (i.e. d = 3), and no restriction in IR? (i.e. d = 2). Note that (d(1—a+ap)/(2p))
is a decreasing function of p. Minimizing with respect to p we obtain (2.19)(a) and (2.19)(b) for
s=1/2.

Next we interpolate with v held fixed. Consider Ty, T} defined above to be functions of uw. Using

(2.28) consider T} as a bounded linear operator between H' and H®, with norm < C’Hde/(l_aJrap)/(Qp) +e

Using (2.18) we consider Ty as a bounded linear operator between H d(p=1)/(2p) and L?, with norm
< C’Hv||d'/(2p). By interpolation we obtain

[[uv]|ap [wvlliz2, e, ,

< ||T1||’6HT0H1_5||UH[H(i<p—1)/<2p> Hjs.
B
< Ol apyon + 1V 185+ dip1y0-8)/620)
< Cllulls 1 dp-1)a-g)/p) 1Plig-arap) /) + (2.29)
For the case (2.19)(b), in view of (2.18), for the choice ¢ = p, for p > 3, from (2.27)
luvlly < Cllull jip-1y/@p) 101/ @p)+1- (2.30)
Interpolating, as above, with u fixed we obtain
[uvfla < CHqup 1)/(2p) loll,, d/(2p)+1)+(1—a)(d/2p)
Letting s = d/(2p) in (2.31) the stated result follows.
|
Also used below is the following lemma.
Lemma 2 For Q C IRJ, a > CZ/4, v, w € X, € >0, there exists C' > 0 such that
—p/q
(0 Bw), Vo) < UL Bl Pl + ol (232

where p = 4a/(4a — d), ¢ = 4a/d.



Proof: We begin by rewriting the inner product as

(vB(w), Vv) = % (B(w), Vv?) = —% (V- B(w), v*)

1
< Sl V- Bl

For Q C IR‘i, H”Z/‘l(ﬂ) is continuously imbedded in L*4(2) (cf. (2.17)), and as an interpolation space

HY4YQ) = [1%, H*] 4

ia 02 '
Hence,
o3 < Cllolg, < € (ol =3 Jolde)”
< CllelP= 2 jefg>
Thus,
1024 [V - Bw)|| < C[o]*~42 |V - B(w)]|||v]| /2. (2.33)

/.

Applying Young’s inequality: ab < |a|P/p + |b|?/q, for 1/p+1/q = 1, with the choice p = 4o/ (4da—d),
q = 4a/d, the stated results (2.32) follows.
|

3 Finite Element Approximation

In this section we formulate a fully discrete finite element method for (1.1)-(1.3). The estimates
presented in Theorem 1 and Lemma 2 depend upon the spatial dimension. In order to avoid the
added notational complexity of simultaneously deriving estimates for IR? and IR?, we focus on the
case Q C IR%. Estimates for Q C IR? can analogously be derived.

We begin by describing the finite element approximation framework and listing the approximating
properties and inverse estimates used in the analysis.

Let ©Q C IR? be a polygonal domain and let T}, be a triangulation of Q made of triangles. Thus, the
computational domain is defined by

QO=|JK; KeT,.
We assume that there exist constants c1, ce such that
cih < hg < e2pk

where hp is the diameter of triangle K, px is the diameter of the greatest ball included in K, and
h = maxger, hi. For k € IN, let P;(A) denote the space of polynomials on A of degree no greater
than k. Then we define the finite element space X}, as follows.

Xy = {’UEXﬂC(Q):U‘KGPk(K), \V/KET}L}. (31)



We summarize several properties of finite element spaces and Sobolev spaces which we will use in
our subsequent analysis. For w € H**1(Q) we have (see [10]) that there exists WW € X}, such that

lw =W + R|V(w-W)| < Crh*Hwlk (3.2)

Lemma 3 [5] Let {Ty}, 0 < h < 1, denote a quasi-uniform family of subdivisions of a polyhedral
domain Q C R?. Let (K,P,N) be a reference finite element such that P ¢ WhP(K) N W™4(K) is
a finite-dimensional space of functions on K, N is a basis for P!, where 1 < p<oo,1<q< o0
and 0 < m < 1. For K € T, let (K, Pk, Nk) be the affine equivalent element, and V, = {v :
v is measurable and v|g € Pi,VYK € T},}. Then there exists C = C(l,p,q) such that

1/p . 1/q
l+min(0, -2
S ol | < ORI ST ol | (3.3)
KETh KeTh
for all v € V.
|
Let At denote the step size for ¢ so that t, = nAt, n =0,1,2,..., N. For notational convenience,
we denote v" := v(-, t,), and
f(tn> - f(tn—1>
di f" = . 3.4
g - (34)
The following norms are also used in the analysis:
ol = max, lo"l
1/2
H = [Z Hv”HiAt] :
n=1
Approximating System
Forn=1,2,...,N, find up € X}, such that
daul,v) + (DUl v) + (WprBW? ), Vo) = (f%v VveX,. 3.5
( h» h > h h ’ ) )
For notational convenience we define A(w;u,v) as
A(w;u,v) := (D*u, v) + (uB(w), Vv). (3.6)
Then, the linear system of equations (3.5) can be written equivalently as
(deujt,v) + A(u) Huftv) = (F%0), YoveXy. (3.7)

To ensure computability of the algorithm, we begin by showing that (3.5) is uniquely solvable for
up at each time step n. We use the following induction hypothesis which simply states that the
computed iterates uj are bounded independent of h and n.

(TH1) Julllh <K, j=0,...,n—1. (3.8)



Lemma 4 Assume that (IH1) holds, i.e. ||u€l||1 <K forj=0,1,...,n—1. For a sufficiently small
step size At, there exists a unique solution up € X, satisfying (3.5).

Proof: As (3.5) represents a finite system of linear equations, positivity of (u},ul) /At + A(u} ™ 5 uft, uf)
is a sufficient condition for the existence and uniqueness of ;.

We have, using (2.3) and (2.32),

n n n— n n 1 n o, n n n n— n
(up,up)/At + A(uy Lupup) = EH“hHQ + (D**uj, up) + (up B(uy b, Vi)

v

1 —c “1y)C
EH“ZHQ + Celluplla — Creg IV - Blup DI upl* = eallup|l2

1 _ o
_ ( 1%V - Bl 1>||C3)

N I + (Cc — @) g% (39)

1 N n— : n n
> (a7 - QEOIBEE I ) WG + (€ - )l (310

1 N — n— n n
(—At = Cie; O luj, 1!1?3) luiil® + (Ce = e) llulla (3.11)
1 ~N = n n

(E — Cie3 CQOESK@) lup|* + (Ce = e2) Ilupll3 - (3.12)

Hence, for At chosen sufficiently small we have that (3.5) is uniquely solvable for uj.

The discrete Gronwall’s lemma plays an important role in the following analysis.

Lemma 5 (Discrete Gronwall’s Lemma) [11] Let At, H, and an, by, ¢n, Yo (for integersn > 0)
be nonnegative numbers such that

l l l
a + AtY by < ALY qpan + At cn + H forl>0.

n=0 n=0 n=0

Suppose that At~y, < 1, for all n, and set o, = (1 — Atv,)~!. Then,

1 l l
a; + Athn < exp (AtZan%) {Athn + H} forl1>0. (3.13)

4 A Priori Error Estimate

In this section we analyze the error between the finite element approximation given by (3.5) and
the true solution. A priori error estimates for the approximation are given in Theorem 2.

Theorem 2 Assume that (1.1)-(1.3) has a solution u satisfying w; € L?(0,T; H*T1(Q)), uy €
L?(0,T; L?(2)), with u® € H*Y(Q). In addition assume that At < ch. Then, the finite element

10



approzimation (3.5) is convergent to the solution of (1.1)-(1.3) on the interval (0,T) as At, h — 0.
The approzimation uy satisfies the following error estimates:

IN

C (hk‘—i-lHut

= unlly o okit + R ully oy Ay + Atfunlo) (1)

lle =unlloo < C (hk“HUt ot + Wl gy + At flurllgy + Atllugeloo

R ] ) (42)

Remarks: 1. w, € L2(0,T; H**1(Q)), up € H*1(Q) implies that v € L%(0,T; H*1(Q)) N
L>®(0,T; H*1(Q)).
2. As previously defined in (3.1), k is the polynomial order of the approximation functions u}.

In order to establish the estimates (4.1),(4.2), we begin by introducing the following notation. Let
u™ = u(ty) represent the solution of (1.1)-(1.3), and u} denote the solution of (3.5).

For U™ € Xy, define A™, E™, ¢,, as
A" =u" —-U", E"=U" —uyp, €y =u" —uy .

The proof of Theorem 2 is established in three steps.

1. Prove a lemma, assuming the induction hypothesis.
2. Show that the induction hypothesis is true.

3. Prove the error estimates given in (4.1),(4.2).
Step 1. We prove the following lemma.

Lemma 6 Under the induction hypothesis Huml <K forj=0,1,...,1 — 1, we have that
IE']” < G(At, h), (4.3)
where

G(ALR) = C (RO ul ey + W2 ulld g+ (AD? el + (A0l -

Proof of Lemma 6: From (1.1),(1.2) we have that the true solution u satisfies

(deu™,v) + (D*u™, v) + (u"B(u)™'), Vv) = (f",v) — (u — du™,v)
—(W"B" —u}"Y), V), ve Xp,. (4.4)

Subtracting (3.5) from (4.4) we obtain the following equation for €,:

(dieu,v) + (D* ey, v) + (B}, Vo) = —(up — dpu",v)
—(W"Bu" —u}™"), Vou), ve Xy, (4.5)

11



Substituting €, = E™ + A", v = E" into (4.5), we obtain

(d;E™, E") + (D**E", E") + (E”B(uz_l), VE™) = F(E"),

where,
F(E™) = —(dA™, E™) — (D*A™, E™) — (A"B(u} '), VE")
— (u — dwd™, E™) — (u"B(u" —u} '), VE").
Note that
(@B E") = o (B ") = (" B")
> A%(HE"H2 — [1E"HIE")
> (1B~ B )

and from (2.32)
(E"B(up~"), VE") < e |E|% + Crey |1V - Blujy || E" |1

Multiplying (4.6) by 2 At, summing from n = 1 to [, and using (2.3) we have:

l
(IE'12 = 1EOI2) + 2(Ce—e) D At
n=1

l l
< 2AtY Cie; V- Blup | PIEM? + 24ty F(E™).

n=1 n=1

We now estimate each term in F(E™).

(deA™, B") < [[E™]|[|de A
1 1
SIE™M? + S|l deA™ ).
5 [E"17 + S lldeA™]

A

Using (2.2)

<D2chn 7 En>

IN

Cill E™ o 1A ][

IN

2 C7 2
call B + 5. 1A%
Using duality with respect to the L? inner-product
(A"B(up™"), VE™) < |IVE"|_-a IA"Bu} Dl 1-a)

A

C

2 4 —1y)2
esl|E™ |5 + Ies A" B(up ™ ){i—a) -
For the next term in F(E™) we use

1 1
(u = g™, E") < B lu = dia™| < SIE"* + 5w — dia|*

12

(4.10)

(4.11)

(4.12)



The remaining term is rewritten as the sum of three terms.

(W"Bu" —uy™'), VE") = u"B@"—u""'), VE") + (W"Bu" ' —u}"), VE")
= (W"Bu"™ —u""1), VE") + (u"B(A" '), VE™)
+ (u"B(E" '), VE") .
Each of these terms are rewritten in a similar fashion as in (4.11).

Cy

(B =), VE") < el B + g Bt =), (4.13)
(BT, VEY) < el B+ 2 e BT . (4.14)
(WBE"). VEY) < al B3 + 12 " BET . (4.15)

Combining (4.8)-(4.15), for €1, ..., €9 appropriately chosen, there exist constants C; > 0 such that

l
(12 = IEO1?) + i - AtE"2

n=1

l
ALY (Ca||V - Blup [ + Cua) | B
n=1

l
+AtY  Crsllu"B(E" Iy

n=1

l l
+ AEY  CiglldA™|* + AL > Ciz|| A2

n=1 n=1

!
+ALY  Cgl|ABup 17

n=1

l
+ALY " Crgllu" B(u™ — u" V||,

n=1
l

+ ALY Copllu"BA" 17

n=1
l

+ ALY Coylfug — dyu||?. (4.16)

n=1

We now apply the interpolation property of the approximation space to estimate the terms on the
right hand side of (4.16).

QA
1 —
At / o ™

13

l
> Atl|ld A" = Z At
n=1




l 2 t t 2
1 n n» (OA
< At [ — / / 1dt / (—) dt | dx
nzl <At> Q < tn—1 )(tn_1 at
< Ch%JrQHUtH(Q),kH-

Note that (du™ — u}') may be expressed as

I
diu" —uy = AL /tn_l g (4, ) (tp—1 — t) dt .
Also,
2
. /t" (s —t)dt ] < — /t" 2 ( t)dt/tn (bor — 1)? dt
e Ut~ n—1 — >~ Uy n—1 —
At tn—1 (At)Q tn—1 tt tn—1
1 oy
3 tnfl

Therefore it follows that

l
> Aty — dpu”|?

n=1 n=

(A)?[|ueelf o -

A
M-
>
~
S~
LW =
>
~
S~
| 3
[
;tl\')
-
=
QL
~
QL
I3

(4.17)

(4.18)

Next we estimate the terms in (4.16) involving B(-) using (2.4),(2.19) and (3.8). These estimates

7

for B(-) are dimension specific (i.e. d = 2).
For the first term on the RHS,
IV-Bluy Il < CIBup Dl < Cllup™' i < CK.

(4.19)

Using interpolation between L? and H®, and Young’s inequality we obtain, for § € (0,2a — 1),

lu" BE" )1t ClIBE" i —ass llu"lT
CHIE" fi—ags lu"lIF
(j”Enfl”%2aflf®/aHEWfl”glfa+®/aHun”%

_ —1-9 _
e YR + C a3/ Gt g2,

ININ A

With the interpolation error bound [|A"||(1_q+4s) < ChEFo=0 ||u™ | jge1,
IA"Bup ™ Ma-a) < ClIAa—aral By
ClIA™1—ats) lup~

CRR O |1 -

INIA

To estimate ||u”B(A" 1)l (1_n) we proceed similarly.

"B -0y < Cllu" 1 IBA"lla-ats)
< Ol A a—ars)
< ORM O g [
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(4.20)

(4.21)

(4.22)



Using,
tn
lu" — R < A / e 2
tn—1

we have that

[ B =Ygy < I _aps 1B — w3
< O g ™ — a3
tn
< CA sy [ e (4.23)
n—1

From (4.17)-(4.23), and ||E°|| = 0, estimate (4.16) becomes (using ||u||; is bounded for t € [0, TY)

l l
1B + Ci2 D AHEZ < At) Cy E™|?
n=1 n=1

+ CH* D lwgl[f gy + CRET Yl sy
+C(A) JueF
+ C R2FFa=0) 1y g,kJrl

+ O (A [|ueel[§ 0 - (4.24)

Finally, as a > 0.5; with At < 1/Cs, and the associations a; = ||E'||2, b, = C12||E"||2, 7n = Ca2,
e = 0, H = C (R g3y + 1200 Jlulld g+ (A0 [y + (A0 [unl3o), applying
Gronwall’s lemma we obtain the bound given in (4.3) where C' = C exp(T'Ch2/(1 — AtCyy)).

|

Step 2. We show that the induction hypothesis (IH1) is true.

Assume that HuiHl < K for 5 =0,1,...,1 — 1. Using the interpolation property, inverse estimate
(3.3), and (4.3), we have that

IVuhll < VG — )] + 94
< IVE + VA + 94
C (R B + [vul])

Ch™ (WFH=e L At) + OV . (4.25)

IN

IN

Thus as C is independent of [, u € L°°(0,T; H'(Q)), for At < ch, we have that ||Vl | is bounded.
An analogous argument shows that ||ul || is also bounded independent of h and .
|

Step 3. We derive the error estimates in (4.1) and (4.2).
Proof of the Theorem 2.
To establish (4.1), from (4.24) and (4.3), and using T' = NAt,

N
BN = D ALIE"Z < C(T+1)G(ALR).

n=1
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Hence, using the interpolation property and that

Il = unllog < 1Bl + Al

estimate (4.1) then follows.

Using estimates (4.3) and approximation properties, we have

N

2 2 2
lle —unllzo < B0 + A0
2
< G(ALR) + B2 IS gy

which yields estimate (4.2).

5 Numerical Results

In this section we illustrate the predicted convergence results given in Theorem 2 with numerical
computations for Q c IR?. For points z, y € IR? we use = = (z1,22) and y = (y1,y2). For ease of
notation, for 6 € [0,27) we let D, “u := D, u, where v = [cos §, sin 0]7.

The fractional differential operator used in our computations was (see 2.7)

1 2
D3%u(z) = ) D3%u(x) df (5.1)
which we approximate as:
2a 1 200 1 2c 1 2a 1 2a
Diju(z) ~ —5Dgu(z) — 5Drjpule) — 5D u(z) — S Dizpu(z) . (5.2)

The value of o we used was o = 0.75.

The approximation space X} was taken to be the space of continuous piecewise linear functions, i.e.
k=1.

For a discussion on the implementation of the FEM approximation for the fractional diffusion
operator (5.1) in IR? see [14].

From Theorem 2, (4.1),(4.2), we have the predicted rates of convergence for At = Ch¥t1=% (= Ch!-?
for k=1, a =0.75) of

llu = wnllge ~OG>) , Jlu—unllag ~OMB). (53)

In Tables 5.1-5.6 we give the results for [[u — upl]yo which from (4.1) and (5.3) are predicted to
satisfy
llw = unllop ~ O(R*)

For comparison, computations were also performed with the usual diffusion operator in place of
D%‘j‘u, namely on the equation

u — Au — V- (uB(u) = f(x). (5.4)
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For the usual diffusion operator At was chosen as At = Ch. From Theorem 2, the predicted rate of
convergence is then

lle =unllog ~O)  llu—unlloo ~OCh) . (5:5)

Example 1: For the problem described in (1.1)—(1.3) we take Q@ = (0,1) x (0,1), and a known
solution u(wy, e, t) = (42 — 4t + 1)(z1 — 23) (w2 — 23), with u®(z1,22) = wu(z1,72,0). The RHS
of (1.1) was computed using the true solution and the approximation to D3%u(z) given in (5.2).

Computations were performed for B(u) given by (2.8) with

(a) b(x,y) = 01ie. B(u) =0, (see Tables 5.1, 5.4),

(b) b(z,y) = x —yi.e. asmooth operator B, (see Tables 5.2, 5.5),
(c) b(z,y) = (x —1vy)/|z —y|? (see Tables 5.3, 5.6).

The results presented in Tables 5.1-5.6 are consistent with those predicted by Theorem 2, given in
(5.3).

h llv — unll .0 cvge. rate llw = unlloo cvge. rate
1/4 7.44283-1073 5.735602 - 103
1/8 2.991413 - 1073 1.32 2.281621 - 1073 1.33
1/12 1.784701 - 1073 1.27 1.365371 - 1073 1.27
1/16 || 1.232144-1073 1.29 9.449112 - 104 1.28
1/20 || 9.411762-10~% 1.21 7.232338 - 1074 1.20
1/24 | 7.470209 - 10~% 1.27 5.748151 - 10~4 1.26

Table 5.1: Experimental error results for Example 1 for the fractional diffusion operator and no B
term.

h llv = unll o0 cvge. rate llw —unllo o cvge. rate
1/4 7.160147 - 103 5.603630 - 103
1/8 2.907621 - 1073 1.30 2.242255 - 1073 1.32
1/12 1.729328 - 1073 1.28 1.336439 - 1073 1.28
1/16 | 1.185318-1073 1.31 9.186409 - 104 1.30
1/20 || 8.977671-10~% 1.25 6.978723 - 1074 1.23
1/24 || 7.053820-10~* 1.32 5.498338 - 104 1.31

Table 5.2: Experimental error results for Example 1 for the fractional diffusion operator and b(x, y) =
(z—y).

Example 2:

In order to demonstrate the influence of the non-local quadratic non-linearity V - (uB(u)), we
present in Figure 5.1-5.10 the plots of the time evolution of the approximation wj for the initial
value u®(x1,22) = 16(x1 — 22)(z2 — 23). Plots for the fractional diffusion equation are displayed
on the left, the usual diffusion equation on the right. Note that u° has height 1 at (1/2, 1/2) and
is symmetric with respect to x; and xe. The profiles given are along the line segment [z, 1/2],
1/2 < 1 < 1. The operator B(u) was chosen as in (2.8) with b(z,y) given by (2.9). Values for

¢ =0 (Figures 5.1, 5.2), ¢ = £1 (Figures 5.3-5.6), and ¢ = +5 (Figures 5.7-5.10) were used.
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h v — unlll o0 cvge. rate llw = unlloo cvge. rate
1/4 | 6.940074-1073 5.532543 - 103
1/8 2.735276 - 103 1.34 2.160750 - 103 1.36
1/12 | 1.564182-1073 1.38 1.248073 - 1073 1.35
1/16 | 1.041509 - 103 1.41 8.274240 - 10~4 1.43
1/20 || 7.742380-10~* 1.33 6.060513 - 10~4 1.40
1/24 [ 5.960361-10~% 1.50 4.586714 - 10~% 1.53

Table 5.3: Experimental error results for Example 1 for the fractional diffusion operator and b(x, y) =
(@ —y)/|x —yl*.

h v — unll o0 cvge. rate llw = unlloo cvge. rate
1/4 1.478687 - 103 1.228611 - 1073
1/8 8.125659 - 10~4 0.86 6.938199 - 104 0.82
1/12 || 5.538746 - 10~* 0.95 4.874202 - 1074 0.87
1/16 || 4.180683-10~* 0.98 3.751933 - 1074 0.91
1/20 | 3.353536 - 1074 0.99 3.048365 - 104 0.93
1/24 || 2.798554 -10~* 0.99 2.566538 - 10~4 0.94

Table 5.4: Experimental error results for Example 1 for the usual diffusion operator and no B term.

h v — unlll o0 cvge. rate llw = unlloo cvge. rate
1/4 1.470130 - 103 1.223586 - 103
1/8 8.119423 - 10~ 4 0.87 6.874692 - 101 0.83
1/12 || 5.527071-10* 0.95 4.812465 - 10~4 0.88
1/16 || 4.172209 -10~* 0.98 3.690746 - 10~4 0.92
1/20 | 3.346173-10~* 0.99 2.987263 - 1071 0.95
1/24 [ 2.791593 - 10~* 0.99 2.505369 - 10~4 0.96

Table 5.5: Experimental error results for Example 1 for the usual diffusion operator and b(z,y) =
(z—y).

h v — unll o0 cvge. rate llw = unlloo cvge. rate
1/4 1.481271-1073 1.203806 - 103
1/8 8.093125 - 10~4 0.87 6.612167 - 104 0.86
1/12 | 5.477165-10* 0.96 4.556000 - 10~% 0.92
1/16 || 4.135933-10~% 0.98 3.436790 - 10~4 0.98
1/20 || 3.314616 - 10~* 0.99 2.734522 - 1074 1.02
1/24 || 2.761739-10~* 1.00 2.253575 - 104 1.06

Table 5.6: Experimental error results for Example 1 for the usual diffusion operator and b(z,y) =
(z —y)/|lz —yl*.
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For the negative values of ¢ the diffusion of u away from the maximum at (1/2, 1/2) is enhanced. For
positive values of ¢ the V- (uB(u)) term acts “against the diffusion operator” to try and concentrate
uw at (1/2, 1/2). This behavior is consistent with the case ¢ < 0 modeling Brownian diffusion and
¢ > 0 being used to model mutual gravitational attraction of particles in clouds (see [4]).

—46— 1=0.00 —46— 1=0.00
0.9 —S—t=0.01 | 0.9F —S—t=0.01|
—*— 1=0.02 —*— 1=0.02
o8f —8—=0.03| | 08l —a8— =003 |
N —A—1=0.04 ’ —A—1=0.04
0.7 B 0.7% 1
0.6 B 0.6¢5 1
05F B 0.55 1
0.4r B 0.4r 1
0.3 B 0.3 1
0.2 B 0.2 1
0.1 B 0.1 1
0 . . . . . . . . . 0 . . . . . . . . .
05 055 06 065 07 075 08 08 09 095 05 055 06 065 07 075 08 08 09 095

Figure 5.1: Time evolution of (1.1) for ¢ 5.2: Time evolution of (5.4) for ¢ = 0.

Il
)
=
oS!
o=
]
o)

. ‘+t‘=0.00 ) ;th;0.00
0.9 —6—1=0.01 | 0.9+ —6—1=0.01|
—*—1t=0.02 —*—1t=0.02
0.8 —B—1t=0.03| | 0.8 —B—1t=0.03| |
’ —4A—1=0.04 ’ —4A—1=0.04
0.7F B 0.7- 1
4 ki
0.6+ B 0.6 1
051 T 051 B
i
04 1 0.4 g
0.3r T 0.3r B
0.2r T 0.2r B
0.1r T 0.1r B
%45 0,‘55 016 0.‘65 0‘,7 D.‘75 0‘.8 D.‘SS 019 04;535 %45 0.‘55 0‘,6 0.‘65 0‘,7 D.‘75 O‘.E 04‘85 0‘.9 O.éS
Figure 5.3: Time evolution of (1.1) for ¢ = —1. Figure 5.4: Time evolution of (5.4) for ¢ = —1.
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5.5: Time evolution of (1.1) for ¢
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Figure 5.7: Time evolution of (1.1) for ¢ = —5.
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Figure 5.6: Time evolution of (5.4) for ¢
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Figure 5.8: Time evolution of (5.4) for ¢ = —5.
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Figure 5.10: Time evolution of (5.4) for ¢
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