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Abstract

In this article we investigate the numerical approximation of coupled Stokes and Darcy fluid
flow equations in an axisymmetric domain. The fluid flow is assumed to be axisymmetric.
Rewriting the problem in cylindrical coordinates reduces the 3-D problem to a problem in 2-D.
This reduction to 2-D requires the numerical analysis to be studied in suitably weighted Hilbert
spaces. In this setting we show that the proposed approximation scheme has a unique solution,
and derive corresponding a priori error estimate. Computations for an example with a know
solution are presented which support the a priori error estimate. Computations are also given
for a model of fluid flow in the eye.
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1 Introduction

For the past several years the investigation of the numerical approximation of coupled Stokes-Darcy
fluid flow problems has been an active area of research. A number of different formulations have
been studied. An approach introduced and analyzed by Layton, Schieweck, and Yotov in [27]
formulates the problem in terms of the unknown velocity-pressure variables in both the Stokes and
Darcy domains. Other researchers who have used this approach include [37, 8, 19, 17, 20]. In [14]
Discacciati, Miglio, and Quateroni formulated the problem in terms of velocity-pressure unknowns
in the Stokes domain and a pressure unknown (satisfying the Poisson equation) in the Darcy domain.
Other researchers who have used this approach include [30, 21, 11, 9]. Another approach is to use the
Brinkman equations for the coupled problem [22]. In this approach the Stokes modeling equations
and the Darcy equations are melded together using cutoff functions to obtain a single modeling
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equation throughout the coupled domain. Though computationally attractive this approach lacks
rigorous mathematical analysis as to the relationship between the computed approximation and the
true solution.

In this paper we investigate the special case of a 3-D Stokes-Darcy fluid flow problem in an axisym-
metric domain, having an axisymmetric solution. Our motivation for considering this problem was
to model fluid flow in the eye. Using the axisymmetric, we reformulate the problem in cylindrical
coordinates, reducing the 3-D problem in (x, y, z) to a 2-D problem in (r, z). Accompanying this
reduction in spatial dimension is that the function space setting for the problem is now cast in
weighted Sobolev spaces.

The numerical analysis of the finite element approximation to the axisymmetric Stokes problem was
presented in [4]. (See also [5, 29, 16, 6].) For the axisymmetric Darcy problem the numerical analysis
of the finite element approximation was recently given in [15]. Herein we combine the analysis of
the axisymmetric Stokes and Darcy problems with the framework of [27] to obtain and analysis an
approximation scheme for the coupled, axisymmetric Stokes-Darcy fluid flow problem.

This paper is organized as follows. In Section 2 the modeling equations are presented, rewritten in
cylindrical coordinates, and a corresponding weak formulation for the solution derived. Following,
in Section 3 we present the framework for the finite element approximation, establish existence
and uniqueness of the finite element approximation, and derive an a priori error estimate for the
approximation. Two examples are given in the Numerical Experiments section. The first example
investigates the a priori error estimate for several different choices of approximating elements. The
second example numerically investigates a model for fluid flow in the eye.

2 Modeling Equations

Let Ω̆ ⊂ IR3, denote the flow domain of interest. Additionally, let Ω̆f and Ω̆p denote bounded
convex polygonal domains for the Stokes flow and Darcy flow, respectively. The interface boundary
between the domains is denoted by Γ̆ := ∂Ω̆f ∩ ∂Ω̆p. Note that Ω̆ := Ω̆f ∪ Ω̆p ∪ Γ̆. The outward

pointing unit normal vectors to Ω̆f and Ω̆p are denoted n̆f and n̆p, respectively. On Γ̆ let t̆1, t̆2

denote linearly independent unit tangent vectors. We assume that there is an inflow boundary Γ̆in,
a subset of ∂Ω̆f\Γ̆, which is separated from Γ̆, and an outflow boundary Γ̆out, a subset of ∂Ω̆p\Γ̆,

which is also separated from Γ̆. See Figure 2.1 for an illustration of the domain of the problem.

Define Γ̆f := ∂Ω̆f\(Γ̆ ∪ Γ̆in), and Γ̆p := ∂Ω̆p\(Γ̆ ∪ Γ̆out).

We assume that the flow in the porous domain Ω̆p is governed by the Darcy’s equation subject to
incompressibility of the fluid, a specified flow rate (Ξ) across Γ̆out, and a non-penetration condition
on Γ̆p.
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Figure 2.1: Illustration of axisymmetric flow domain.

For the Stokes flow:

−∇ ·
(

2ν d̆(ŭf ) − p̆fI
)

= f̆f in Ω̆f , (2.1)

∇ · ŭf = 0 in Ω̆f , (2.2)∫
Γ̆in

ŭf · n̆f ds = −Ξ , (2.3)

ŭf = 0 on Γ̆f . (2.4)

where ŭf =

 ufx
ufy
ufz

 = ufxex + ufyey + ufzez, for ex, ey, ez denoting unit vectors in the x, y

and z directions, respectively, and d̆(ŭ) := 1/2(∇ŭ + (∇ŭ)T ) represents the deformation tensor.
In (2.1)-(2.4) ŭf denotes the fluid’s velocity, p̆f the pressure, f̆f an external forcing function, ν the
fluid kinematic viscosity, and Ξ a specified inflow rate for the fluid.

For the porous domain Ω̆p:

νeffK̆
−1ŭp + ∇p̆p = f̆p in Ω̆p , (2.5)

∇ · ŭp = 0 in Ω̆p , (2.6)∫
Γ̆out

ŭp · n̆p ds = Ξ , (2.7)

ŭp · n̆p = 0 on Γ̆p . (2.8)

In (2.5)-(2.8) ŭp, p̆p, f̆p, denote the fluid velocity, pressure and external forcing functions, respec-

tively. Additionally, in (2.5) νeff represents an effective kinematic fluid viscosity, and K̆ the per-
meability (symmetric, positive definite) tensor of the domain. For simplicity, we assume that there
is a scalar function κ such that κI = νeffK̆

−1.

Across the interface Γ̆ the flows are coupled via the conservation of mass and balance of normal
forces. In addition, the Beavers-Joseph-Saffman (BJS) condition [3, 23, 38] is used for the tangential

3



forces boundary condition on Γ̆.

ŭf · n̆f + ŭp · n̆p = 0 , pf −
(

2ν d̆(ŭf ) · n̆f
)
· n̆f = pp on Γ̆ , (2.9)

ŭf · t̆l = −αl
(

2ν d̆(ŭf ) · n̆f
)
· t̆l on Γ̆, l = 1, 2, (2.10)

where α1, α2 denote friction constants.

The boundary conditions (2.3) and (2.7) are commonly referred to as defective boundary conditions,
as they do not uniquely define a solution to (2.1)-(2.8). In Section 2.1 we present a weak formulation
of (2.1)-(2.8) and discuss the existence and uniqueness of the weak formulation. At the end of
Section 2.1 we comment that, in addition to (2.3) and (2.7), the weak formulation implicitly imposes
additional boundary conditions for ŭf on Γ̆in and for ŭp on Γ̆out.

2.1 Function Spaces and Weak Formulation

In this section we introduce the function spaces needed to define the weak formulation for the
coupled fluid flow problem described above.

Let Θ̆ := Θ × [0, 2π) ⊂ IR3 be a bounded domain formed by revolving the polygon Θ around
the z-axis. For the axisymmetric formulation we introduce the following weighted function spaces
and associated norms. For any real α and 1 ≤ p < ∞, the space αL

p(Θ) is defined as the set of
measurable functions w such that

‖w‖
αLp(Θ) =

(∫
Θ
|w|p rα dx

)1/p

<∞ ,

where r = r(x) is the radial coordinate of x, i.e. the distance of a point x in Θ from the symmetry
axis. The subspace 1L

2
0(Θ) of 1L

2(Θ) denotes the functions q with weighted integral equal to zero,∫
Θ q r dx = 0 .

We define the weighted Sobolev space 1W
l,p(Θ) as the space of functions in 1L

p(Θ) such that their
partial derivatives of order less that or equal to l belong to 1L

p(Θ). Associated with 1W
l,p(Θ) is

the semi-norm | · |
1W l,p(Θ) and norm ‖ · ‖

1W l,p(Θ) defined by

|w|
1W l,p(Θ) =

(
l∑

k=0

‖∂kr ∂l−kz w‖p
1Lp(Θ)

)1/p

, ‖w‖
1W l,p(Θ) =

(
l∑

k=0

|w|p
1Wk,p(Θ)

)1/p

.

When p = 2, we denote 1W
l,2(Θ) as 1H

l(Θ).

For a domain Υ ⊂ IR3 we use the usual definitions and notation for Sobolev spaces. For vector
functions v defined on Υ expressed in cylindrical coordinates we use the notation v(r, θ, z) =
vrer + vθeθ + vzez = (vr, vθ, vz), where er, eθ, ez denote unit vectors in the r, θ, and z directions,
respectively. Additionally, for v(r, z) defined on Θ we use v(r, z) = (vr, vz) = vrer + vzez.

Let Rφ denote a rotation with respect to φ about the z-axis. A function v̆ is axisymmetric if
v̆ = v̆ ◦ Rφ for all φ ∈ (0, 2π). A vector function v̆ is rotationally invariant if v̆ = R−φ ◦ v̆ ◦
Rφ for all φ ∈ (0, 2π). Let H̆s(Θ̆) ⊂ Hs(Θ̆), s = 0, 1, 2 denote those functions in Hs(Θ̆) which

are axisymmetric, and H̆s(Θ̆)3 the space of rotationally invariant Hs(Θ̆)3 vector functions. From
[1, 6, 29] we have the following two lemmas.
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Lemma 1 For v̆(r, θ, z) ∈ H̆s(Θ̆), s = 0, 1, the mapping v̆(r, θ, z) → v(r, z) ∈ 1H
s(Θ) is well

defined for smooth functions and (up to a factor of
√

2π) is an isometry. Hence the lifting v(r, z) ∈
1H

s(Θ), v(r, z)→ v̆(r, θ, z) ∈ H̆s(Θ̆) is also an isometry (up to a factor of
√

2π).

For the case s = 2 introduce

1H
2
+(Θ) = {v ∈ 1H

2(Θ) : ∂rv/r ∈ 1L
2(Θ)} .

Lemma 2 For v̆(r, θ, z) ∈ H̆2(Θ̆), the mapping v̆(r, θ, z) → v(r, z) ∈ 1H
2
+(Θ) is (up to a factor of√

2π) an isometry.

The trace space 1H
1/2(Γ) is defined using H̆1/2(Γ̆) and the isometry between H̆1(Θ̆) and 1H

1(Θ),
and 1H

−1/2(Γ) the dual space of 1H
1/2(Γ).

Let∇a := [∂/∂r , ∂/∂z]T , and for v = (vr, vz), da(v) := 1/2(∇a(v) + (∇a(v))T ), and divaxi(v) :=
∇a · v + vr/r. In addition,

H(divaxi,Θ) :=
{
v = (vr , vz) ∈ (1L

2(Θ))2 : divaxiv ∈ 1L
2(Θ)

}
. (2.11)

For v ∈ H(divaxi,Θ), ‖v‖H(divaxi,Θ) :=
(
‖divaxi(v)‖2

1L2(Θ) + ‖vr‖2
1L2(Θ) + ‖vz‖2

1L2(Θ)

)1/2
. Analo-

gous to Lemma 2, we have the following relationship between H(divaxi,Θ) and H̆(div, Θ̆) := {v̆ ∈

L̆2(Θ̆)3 : ∇·v̆ ∈ L2(Θ̆)}, where ‖v̆‖H(div,Θ̆) :=
(
‖div(v̆)‖2

L2(Θ̆)
+ ‖vx‖2L2(Θ̆)

+ ‖vy‖2L2(Θ̆)
+ ‖vz‖2L2(Θ̆)

)1/2
.

Lemma 3 For v̆(r, θ, z) = (v̆r, v̆θ, v̆z) ∈ H̆(div, Θ̆), the mapping (v̆r, 0, v̆z) → (vr, vz) = v(r, z) ∈
H(divaxi,Θ) is (up to a factor of

√
2π) an isometry.

For the description of the fluid flow in Ωf , we introduce the space 1V
1(Θ), a subset of 1H

l(Θ), given
by

1V
1(Θ) =

{
w ∈ 1H

1(Θ) : w ∈ −1L
2(Θ)

}
, with norm ‖w‖

1V 1(Θ) =
(
|w|2

1H1(Θ) + ‖w‖2
−1L2(Θ)

)1/2
.

The relevance of the space 1V
1(Θ) is apparent from the following lemma [1, 6, 29].

Lemma 4 For v̆(r, θ, z) = (v̆r, v̆θ, v̆z) ∈ H̆1(Θ̆)3, we have (v̆r, v̆z)→ (vr, vz) ∈ 1V
1(Θ)× 1H

1(Θ).

In order to incorporate the homogeneous boundary condition for the velocity on Γf , let

1H
1
♦(Ωf ) =

{
w ∈ 1H

1(Ωf ) : w = 0 on Γf
}
, and 1V

1
♦ (Ωf ) =

{
w ∈ 1V

1(Ωf ) : w = 0 on Γf
}
.

For convenience of notation, letXf := 1V
1
♦ (Ωf )×1H

1
♦(Ωf ), ‖v‖Xf =

(
‖vr‖2

1V 1(Ωf ) + |vz|2
1H1(Ωf )

)1/2
,

and Mf := 1L
2(Ωf ) with ‖ · ‖Mf

= ‖ · ‖
1L2(Ωf ).

The underlying space for the fluid velocity in Ωp is H(divaxi,Ωp). However a function w in this
space may not have sufficient regularity for its trace to exist on ∂Ωp. Hence, the interpretation of
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the boundary condition w ·n|Γp = 0 needs to be carefully defined. For v̆ ∈ H̆(div, Ω̆p) we have that

v̆ · n̆ ∈ H̆−1/2(Ω̆p). For v ∈ H(divaxi,Ωp), λ ∈ 1H
1/2(Γ), following Galvis and Sarkis [19] (see also

[17]), we define the operator v · np ∈ 1H
−1/2(Γ) via an extension operator EΓλ. Specifically, for

λ̆ ∈ H̆1/2(Γ) the axisymmetric lifting of λ from Γ to Γ̆, define ĔΓ̆λ̆ := γ0ϕ̆, where γ0 is the trace

operator from H̆1(Ω̆p) to H̆1/2(∂Ω̆p), and ϕ̆ ∈ H̆1(Ω̆p) is the weak solution of

−∇ · ∇ϕ̆ = 0, in Ω̆p , (2.12)

ϕ̆ =

{
λ̆, on Γ̆

0, on Γ̆out
, ∂ϕ̆/∂np = 0 , on ∂Ω̆p\(Γ̆ ∪ Γ̆out) . (2.13)

EΓλ is the axisymmetric restriction of ĔΓ̆λ̆ to ∂Ωp, satisfying ‖EΓλ‖1H1/2(∂Ωp) ≤ C ‖λ‖
1H1/2(Γ).

Then, we define the operator v · n ∈ 1H
−1/2(Γ) as

〈v · n, λ〉Γ := 〈v · n, EΓλ〉∂Ωp =
1

2π
〈v̆ · n̆p, ĔΓ̆λ̆〉∂Ω̆p

, (2.14)

where 〈·, ·〉∂Ωp denotes the 1L
2(∂Ωp) inner product, extended to a duality pairing.

For the description of the fluid flow in Ωp, let

Xp :=
{
w ∈ H(divaxi,Ωp) : w · n|Γp = 0

}
, Mp := 1L

2(Ωp) . (2.15)

and ‖w‖Xp :=
(
‖divaxi(w)‖2

1L2(Ωp) + ‖w‖2
1L2(Ωp)

)1/2
, ‖ · ‖Mp = ‖ · ‖

1L2(Ωp) . (2.16)

Let

X := Xf ×Xp , and M :=

{
q ∈Mf ×Mp :

∫
Ω
q r dx = 0

}
,

and denote the dual space of X by X∗.

The axisymmetric weak formulation for (2.1)–(2.10) may be stated as: Given f ∈ X∗, Ξ ∈ IR,
determine (u, p, λ,β) ∈ X ×M × 1H

1/2(Γ) × IR2 such that, for all v ∈ X and (q, ζ,%) ∈ M ×
1H

1/2(Γ)× IR2,

a(u,v) − b(v, (p,β)) + bI(v, λ) = (f ,v) , (2.17)

b(u, (q,%)) − bI(u, ζ) = % ·
[
−1

1

]
Ξ/(2π) , (2.18)

where

a(u,v) := af (uf ,vf ) + ap(up,vp) , b(v, (q,%)) := bf (vf , (qf , %1)) + bp(vp, (qp, %2)) , (2.19)

bI(v, ζ) :=

∫
Γ

vf · nf ζ r ds + 〈vp · np, ζ〉Γ , (2.20)
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and

af (u,v) :=

∫
Ωf

2ν
(
da(u) : da(v) +

ur
r

vr
r

)
r dx +

∫
Γ
α−1
as (u · t) (v · t) r ds, (2.21)

ap(u,v) :=

∫
Ωp

κu · v r dx, (2.22)

bf (v, (q, β)) :=

∫
Ωf

q
(
∇a · v +

vr
r

)
r dx + β

∫
Γin

v · nf r ds , (2.23)

bp(v, (q, β)) :=

∫
Ωp

q
(
∇a · v +

vr
r

)
r dx + β

∫
Γout

v · np r ds . (2.24)

In (2.21) αas is the friction constant from the BJS condition.

Conditions for the existence and uniqueness of a solution to (2.17)-(2.18) are analogous to that
for the discrete formulation (3.14)-(3.15). Namely, (i) continuity of the operators a(·, ·), b(·, ·), and
bI(·, ·), (ii) the coercivity of a(·, ·) (on an appropriate subspace), and (iii) that b(·, ·), and bI(·, ·)
satisfy suitable inf-sup conditions (over appropriate subspaces). The continuity of the operators
and the coercivity of a(·, ·) are straightforward to show. Below we establish the inf-sup conditions
for b(·, ·) and bI(·, ·) for the discrete approximation problem. Establishing the inf-sup conditions for
the continuous setting can be done in a similar manner. (See also [27, 19].)

Theorem 1 Given f ∈ X∗, Ξ ∈ IR, there exists a unique solution (u, p, λ,β) ∈ X×M×1H
1/2(Γ)×

IR2 satisfying (2.17)-(2.18).

Equivalence of the Differential Equations and Weak Formulation
The weak formulation (2.17)-(2.24) is obtained by multiplying the differential equations by suitably
smooth functions, integrating over the domain, and using Green’s theorem. Additionally, integrals
over Γ̆in and Γ̆out (arising from using Green’s theorem) are replaced by β1

∫
Γ̆in

v̆·n̆f dS and β2

∫
Γ̆out

v̆·
n̆p dS, respectively. For a smooth solution the steps used in deriving the weak formulation can be
reversed to show that equations (2.1)-(2.4), and (2.5)-(2.8) are satisfied. In addition, a smooth
solution to (2.17)-(2.18) satisfies the following boundary conditions (see [18, 17]).

Let s̆t on Γ̆in be given by
2νd̆(ŭ)n̆f = snn̆f + s̆t ,

where s̆n := (2νd̆(ŭ)n̆f ) · n̆f . Then, smooth solutions to (2.5)-(2.8) satisfy

On Γ̆in : −p̆f + s̆n = −β1 and s̆t = 0 . (2.25)

On Γ̆out : p̆p = −β2 . (2.26)

3 Finite Element Approximation

In this section we discuss the finite element approximation to the coupled axisymmetric Stokes–
Darcy system (2.17),(2.18). We focus our attention on conforming approximating spaces Xf,h ⊂ Xf ,
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Mf,h ⊂Mf , Xp,h ⊂ Xp, Mp,h ⊂Mp, Lh ⊂ 1H
1/2(Γ), where Xf,h,Mf,h denote velocity and pressure

spaces typically used for fluid flow approximations, and Xp,h,Mp,h denote velocity and pressure
spaces typically used for (mixed formulation) Darcy flow approximations.

We begin by describing the finite element approximation framework used in the analysis.

Let Ωj ⊂ IR2, j = f, p, be a polygonal domain and let Tj,h be a triangulation of Ωj . Thus, the
computational domain is defined by

Ω = ∪K; K ∈ Tf,h ∪ Tp,h.

We assume that the triangulation is shape-regular and quasi-uniform, i.e. that there exist constants
c1, c2 such that

c1h ≤ hK ≤ c2ρK

where hK is the diameter of triangle K, ρK is the diameter of the greatest ball included in K, and
h = maxK∈Tf,h∪Tp,h hK .

We also assume that the triangulation on Ωp induces the partition on Γ, which we denote TΓ,h.

Let Pk(K) denote the space of polynomials on K of degree no greater than k, and RTk(K) :=
(Pk(K))2 + xPk(K) denote the kth order Raviart-Thomas (R-T) elements [36, 7]. Then we define
the finite element spaces as follows.

Xf,h :=
{
v ∈ Xf ∩ C(Ωf )2 : v|K ∈ Pm(K), ∀K ∈ Tf,h

}
, (3.1)

Mf,h :=
{
q ∈Mf ∩ C(Ωf ) : q|K ∈ Pm−1(K), ∀K ∈ Tf,h

}
, (3.2)

Xp,h := {v ∈ RTk(K), ∀K ∈ Tp,h} , (3.3)

Mp,h := {q ∈Mf : q|K ∈ Pk(K), ∀K ∈ Tp,h} , (3.4)

Lh := {ζ ∈ C(Γ) : ζ|K ∈ Pl(K), ∀K ∈ TΓ,h} . (3.5)

The spaces (Xf,h, Mf,h) represent the Taylor-Hood pair of approximation spaces. The analysis below
also holds for (Xp,h, Mp,h) corresponding to the Brezzi-Douglas-Marini (BDM) approximating finite
element spaces. Analogous to the continuous formulation, we let Xh := Xf,h ×Xp,h , and Mh :={
q ∈Mf,h ×Mp,h :

∫
Ω q r dx = 0

}
.

Remark: In the axisymmetric setting, for the construction of the R-T interpolant weighted inte-
grals, i.e.

∫
∂K . . . r ds,

∫
K . . . r dx, are used. (See [15].)

Below we assume that m ≥ 2, k ≥ 1, and l ≤ k.

Note that the interfacial pressure approximating space Lh is contained in the space of the trace of
the normal component of the velocities of Xp,h, i.e. Lh ⊂ {v · np|Γ : v ∈ Xp,h}.

Used in the analysis below are the following two interpolation properties.
1. From [4], there exists a generalized Clément interpolation operator IC : 1H

1(Ωi)→
(
ΠK∈Ti,hPs(K)

)
∩

C(Ωi) such that

‖v − Icv‖1L2(Γ) ≤ C h1/2‖v‖
1H1(Ωi) , i ∈ {f, p}, s ≥ 1 . (3.6)

2. From the note above, and the definition of the R-T interpolant, IRTv,

〈v · np, λh〉Γ = 〈IRTv · np, λh〉Γ , for all λh ∈ Lh . (3.7)
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Also used in the analysis are the discrete function space:

Vh := {v ∈ Xh : bI(vh, ζ) = 0, for all ζ ∈ Lh} , (3.8)

Zh := {v ∈ Vh : b(v, (q,%)) = 0, for all (q,%) ∈Mh × IR2} . (3.9)

Let
X0
f,h :=

{
v ∈ Xf,h : v|∂Ωf\Γ = 0

}
.

We have the following lemma.

Lemma 5 There exists Cf,h > 0, such that

inf
06=qh∈Mf,h

sup
vh∈X0

f,h

∫
Ωf
qh divaxi(vh) r dx

‖qh‖Mf
‖vh‖Xf

≥ Cf,h . (3.10)

Proof For the case of the pressure space having mean value equal to zero the inf-sup condition
(3.10) is established in [28]. As commented in [27], one can extend the inf-sup condition to the
above pressure space via a local projector operator argument. (See [7], Section VI.4.)

For (Xp,h,Mp,h) Raviart-Thomas approximation spaces for the velocity and pressure, unlike in the
Cartesian setting, ap(·, ·) is not coercive, with respect to the H(div,Ωp) norm, on

Zp,h := {v ∈ Xp,h :

∫
Ωp

q divaxi(v) r dx = 0 , ∀q ∈Mp,h} . (3.11)

To compensate for this we add the term

γ

∫
Ωp

divaxi(u) divaxi(v) r dx (3.12)

to ap(u, v), where γ > 0 is a fixed constant, and define

ap,γ(u,v) := ap(u,v) + γ

∫
Ωp

divaxi(u) divaxi(v) r dx . (3.13)

In the approximation of Stokes and Navier-Stokes fluid flow problems in the Cartesian setting, the
addition of the analogous term to (3.12) has received considerable attention recently as a means of
improving the pointwise mass conservation of the approximation. (See [33, 34, 32, 26, 10].)

In case an axisymmetric source term, ğ, is modeled in the porous domain Ω̆p, i.e. in place of
(2.6) we have the equation ∇ · ŭp = ğ in Ω̆p, together with adding (3.12) to ap(u, v) the term
γ
∫

Ωp
g divaxi(v) r dx would be added to the right hand side of (3.14).

Discrete Approximation Problem: Given f ∈ X∗, Ξ ∈ IR, determine (uh, ph, λh,β) ∈ (Xh ×Mh ×
Lh × IR2) such that, for all v ∈ Xh and (q, ζ,%) ∈ Mh × Lh × IR2,

aγ(uh,v) − b(v, (ph,β)) + bI(v, λh) = (f ,v) , (3.14)

b(uh, (q,%)) − bI(uh, ζ) = % ·
[
−1

1

]
Ξ/(2π) , (3.15)
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where aγ(u,v) := af (uf , vf ) + ap,γ(up,vp).

A necessary condition for the existence and uniqueness of solutions to (3.14)-(3.15) is that, for the
discrete spaces Xh, Mh, and Lh, the following two inf-sup conditions are satisfied. There exists
constants Cbh, CXΓh > 0 .

inf
(0,0)6=(qh,β)∈Mh×IR2

sup
vh∈Vh

b(vh, (qh,β))

‖vh‖X ‖(q,β)‖
M×IR2

≥ Cbh , (3.16)

inf
06=λh∈Lh

sup
uh∈Xh

bI(uh, λh)

‖uh‖X ‖λh‖1H1/2(Γ)

≥ CXΓh . (3.17)

Note that the inf-sup conditions (3.16)-(3.17) differ from those in the Cartesian formulations in the
operators involved, and the functions spaces and norms used.

The following lemma is helpful in establishing (3.16).

Lemma 6 There exists CRXh > 0 such that for h sufficiently small

inf
06=β∈IR2

sup
wh∈Vh

β1

∫
Γin

wf,h · nf r ds + β2

∫
Γout

wp,h · np r ds
‖wh‖X ‖β‖IR2

≥ CRXh . (3.18)

Proof : Note that the inf-sup condition (3.18) is equivalent to showing that there exists non-zero
vf,h ∈ Xf,h and vp,h ∈ Xp,h, and constants C1, C2 > 0, such that

vf,h · nf = 0 on Γ,

∫
Γin

vf,h · nf r ds ≥ C1‖vf,h‖Xf , (3.19)

and vp,h · np = 0 on Γ,

∫
Γout

vp,h · np r ds ≥ C2‖vp,h‖Xp . (3.20)

We assume that there is at most one point on Γ̄in and Γ̄out that lies on the symmetry axis (r = 0),
and that such a point (if it exists) is an endpoint.

For i ∈ {in, out}, let si(x) denote an arclength parameter on Γi. We have that there exists constants
r0,i, ci, such that for x ∈ Γi,

ci si(x) ≤ r − r0,i ≤ si(x) . (3.21)

Define φin : ∂Ωf → IR by

φin(x) =


2
|Γin|sin(x) , x ∈ Γin, 0 ≤ sin ≤ |Γin|2 ,

2
|Γin|(|Γin| − sin(x)) , x ∈ Γin,

|Γin|
2 < sin(x) ≤ |Γin| ,

0 , otherwise.

If nf is discontinuous on Γin, e.g. Γin has corners, then φin can be constructed on any subset of Γin
on which nf is continuous.

Let a ∈ 1H
1/2(∂Ωf ) be given by

a(x) = φin(x) nf , (3.22)

10



and ă(x, y, z) denote the axisymmetric extension of a from ∂Ωf to ∂Ω̆f . Introduce ğ ∈2 (Ω̆f ) as

ğ(x, y, z) =
1

|Ω̆f |1/2

∫
∂Ω̆f

ă · n̆f ds̆ .

Note that ‖ă‖H1/2(∂Ω̆f ) ≤ π diam(Ω̆f ) ‖φin‖H1/2(∂Ωf ) ≤ C, and ‖ğ‖L2(Ω̆f ) ≤ π diam(Ω̆f )|
∫
∂Ωf

a ·
nf ds | ≤ C.

From [19] we have that there exists v̆f ∈ H̆1(Ω̆f )3 such that

∇· v̆f = ğ in Ω̆f , v̆f = ă on ∂Ω̆f , and ‖v̆f‖H1(Ω̆f ) ≤ C
(
‖ğ‖L2(Ω̆f ) + ‖ă‖H1/2(∂Ω̆f )

)
≤ C.

(Remark: The fact that v̆f ∈ H̆1(Ω̆f )3 ⊂ H1(Ω̆f )3 follows from the uniqueness of the solution in

H1(Ω̆f )3.)

v̆p ∈ H̆1(Ω̆p)
3 is constructed in an analogous manner to v̆f .

Let vf (r, z) = v̆f (x, y, z), vp(r, z) = v̆p(x, y, z) and vf,h(r, z) = IC(vf (r, z)), vp,h(r, z)) =
IRT (vp(r, z).

Now,

∫
Γin

vf,h · nf r ds =

∫
Γin

vf · nf r ds −
∫

Γin

(vf − vf,h) · nf r ds

≥ C − Ch1/2‖vf‖1H1(Ωf )

≥ C ≥ C1‖vf,h‖Xf .

Inequality (3.20) is analogously established.

Lemma 7 For h sufficiently small, there exists Cbh > 0 such that

inf
(0,0)6=(qh,β)∈Mh×IR2

sup
vh∈Vh

b(vh, (qh,β))

‖vh‖X ‖(q,β)‖
M×IR2

≥ Cbh . (3.23)

Proof : Let (ph, β) ∈Mh × IR2. We establish (3.23) via the following four steps.
Step 1. Construct ûh ∈ Vh to take care of β (i.e. the flow constraint.) (Use Lemma 6).
Step 2. Construct ũf,h ∈ X0

h such that bf (ũf,h, (pf,h, 0)) =
∫

Ωf
pf,h (pf,h − divaxi(ûf,h)) r dx.

Step 3. Construct ũext ∈ 1H
1(Ωp) such that ũext|ΓI = ũf,h|ΓI , and bp(ũ

ext, (pp,h, 0)) =
∫

Ωp
pp,h (pp,h−

divaxi(ûp,h)) r dx .
Step 4. Let ũp,h := IRT ũext, uh = (ũf,h, ũp,h) + ûh, and verify (3.23) is satisfied.

Step 1. From Lemma 6, there exists ûh ∈ Vh such that

‖ûh‖X ≤ C ‖β‖IR2 and

∫
Γin

β1 ûf,h · nf r ds +

∫
Γout

β2 ûp,h · np r ds ≥ CRXh‖β‖2IR2 . (3.24)

Step 2. Consider ũf,h ∈ X0
f,h, p̃f,h ∈Mf,h satisfying

ãf (ũf,h, v) − bf (v, (p̃f,h, 0)) = 0 , ∀v ∈ X0
f,h , (3.25)

bf (ũf,h, (q, 0)) = (q, pf,h − diva(ûf,h)) , ∀q ∈Mf,h , (3.26)
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where ãf (u, v) :=
∫

Ωf

(
∇au : ∇av + ur

r
vr
r

)
r dx . The existence and uniqueness of ũf,h and

p̃f,h ∈Mf,h follows from the inf-sup condition (3.10) and the coercivity of ãf (·, ·). Next, note that

c ‖ũf,h‖2Xf ≤ ãf (ũf,h, ũf,h) = bf (ũf,h, (p̃f,h, 0))

=

∫
Ωf

p̃f,h (pf,h − divaxi(ûf,h)) r dx

≤ ‖p̃f,h‖Mf

(
‖pf,h‖Mf

+ ‖divaxi(ûf,h)‖
1L2(Ωf )

)
≤ ‖p̃f,h‖Mf

(
‖pf,h‖Mf

+ C ‖ûf,h‖Xf
)

≤ C ‖p̃f,h‖Mf

(
‖pf,h‖Mf

+ ‖β‖IR2

)
. (3.27)

From the inf-sup condition (3.10),

Cf,h ‖p̃f,h‖Mf
≤ sup

v∈X0
f,h

∫
Ωf
p̃f,h divaxi(v) r dx

‖v‖Xf
= sup

v∈X0
f,h

∫
Ωf

(
∇aũf,h : ∇av +

ũf,h,r
r

vr
r

)
r dx

‖v‖Xf

≤ sup
v∈X0

f,h

‖ũf,h‖Xf ‖v‖Xf
‖v‖Xf

= ‖ũf,h‖Xf . (3.28)

Combining (3.27) and (3.28) we obtain

‖ũf,h‖Xf ≤ C
(
‖pf,h‖Mf

+ ‖β‖IR2

)
. (3.29)

Step 3. Let g(x) =

{
0, x ∈ ∂Ωp\Γ

ũf,h, x ∈ Γ
, and ğ denote the lifting of g from ∂Ωp to ∂Ω̆p.

As, for x ∈ Γ, limx→Γ∩∂Ωp
ũf,h = 0, then ğ ∈ H̆1/2(∂Ω̆p)

3. Also,

‖ğ‖H̆1/2(∂Ω̆p)3 ≤ C ‖˘̃uf,h‖H1/2(Γ̆) ≤ C‖˘̃uf,h‖H1(Ω̆f )

≤ C‖ũf,h‖Xf ≤ C(‖pf,h‖Mf
+ ‖β‖IR2) . (3.30)

Let z̆ ∈ H̆1(Ω̆p)
3 denote an extension of ğ such that

z̆|∂Ω̆p
= ğ|∂Ω̆p

, and ‖z̆‖H1(Ω̆p) ≤ C‖ğ‖H1/2(∂Ω̆p) . (3.31)

Let w̆ ∈ H̆1
0 (Ω̆p)

3, t̆ ∈2
0 (Ω̆p) satisfy∫

Ω̆p

∇w̆ : ∇v̆ dΩ̆p −
∫

Ω̆p

t̆∇ · v̆ dΩ̆p = 0 , ∀v̆ ∈ H1
0 (Ω̆p)

3 (3.32)∫
Ω̆p

q̆∇ · w̆ dΩ̆p =

∫
Ω̆p

q̆ (p̆p,h − ∇ · ˘̂uh − ∇ · z̆) dΩ̆p , ∀q̆ ∈ L2
0(Ω̆p) .(3.33)

(Remark: The fact that (w̆, t̆) ∈ (H̆1
0 (Ω̆p)

3×2
0(Ω̆p)) ⊂ (H1

0 (Ω̆p)
3×L2

0(Ω̆p), follows from the uniqueness
of the solution of (3.32), and (3.33) in (H1

0 (Ω̆p)
3 × L2

0(Ω̆p).)
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From the Brezzi theory for mixed variational problems [7], we have the bound

‖∇w̆‖L2(Ω̆p) ≤ C
(
‖p̆p,h‖L2(Ω̆p) + ‖∇ · ˘̂uh‖L2(Ω̆p) + ‖∇ · z̆‖L2(Ω̆p)

)
≤ C

(
‖pp,h‖Mp + ‖β‖IR2 + ‖pf,h‖Mf

)
. (3.34)

Let ũext denote the reduction of (w̆ + z̆) from Ω̆p to Ωp. From (3.30),(3.31) and (3.34), ũext ∈
1V

1(Ωp)×1H
1(Ωp) with ‖ũext‖Xp ≤ C ‖ũext‖

1V 1(Ωp)×1H1(Ωp) ≤ C (‖pf,h‖Mf
+ ‖pp,h‖Mp + ‖β‖IR2).

Step 4. Let ũp,h := IRT ũext, ũh = (ũf,h, ũp,h) and uh = ũh + ûh. Next we show that ũh ∈ Vh,
i.e. bI(ũh, λh) = 0, and hence that uh ∈ Vh.

bI(ũh, λh) =

∫
Γ

ũf,h · nf λh r ds + 〈ũp,h · np, EΓλh〉∂Ωp

=

∫
Γ

ũf,h · nf λh r ds +

∫
Γ
IRT ũext · np λh r ds (as IRT ũext · np = 0 on ∂Ωp\Γ)

=

∫
Γ

ũf,h · nf λh r ds +

∫
Γ
(w + z) · np λh r ds

=

∫
Γ

ũf,h · nf λh r ds +

∫
Γ

ũf,h · np λh r ds = 0 . (3.35)

Now,

sup
vh∈Xh

b(vh, (ph,β))

‖vh‖X
≥ b(uh, (ph,β))

‖uh‖X
=

bf ((ũf,h + ûf,h), (pf,h, β1)) + bp((ũp,h + ûp,h), (pp,h, β2))

‖uh‖X
.

bf ((ũf,h + ûf,h), (pf,h, β1)) =

∫
Ωf

pf,h divaxi(ũf,h + ûf,h) r dx + β1

∫
Γin

(ũf,h + ûf,h) · nf r ds

=

∫
Ωf

p2
f,h r dx + β1

∫
Γin

ûf,h · nf r ds . (3.36)

bp((ũp,h + ûp,h), (pp,h, β2)) =

∫
Ωp

pp,h divaxi(ũp,h + ûp,h) r dx + β2

∫
Γout

(ũp,h + ûp,h) · np r ds

=

∫
Ωp

pp,h divaxi(IRT (w + z)) r dx +

∫
Ωp

pp,h divaxi(ûp,h) r dx + β2

∫
Γout

ûp,h · np r ds

=

∫
Ωp

pp,h divaxi(w + z) r dx +

∫
Ωp

pp,h divaxi(ûp,h) r dx + β2

∫
Γout

ûp,h · np r ds

=

∫
Ωp

p2
p,h r dx + β2

∫
Γout

ûp,h · np r ds . (3.37)

Thus

b(uh, (ph,β)) = ‖ph‖2M + β1

∫
Γin

ûf,h · nf r ds + β2

∫
Γout

ûp,h · np r ds

≥ ‖ph‖2M + CRXh‖β‖2IR2 . (3.38)

As ‖uh‖X ≤ C(‖ph‖M + ‖β‖IR2), the stated result follows.
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Lemma 8 There exists CXΓh > 0 such that for h sufficiently small

inf
06=λh∈Lh

sup
uh∈Xh

bI(uh, λh)

‖uh‖X ‖λh‖1H1/2(Γ)

≥ CXΓh . (3.39)

Proof :
The analogous continuous inf-sup condition is established by, given λ ∈ 1H

1/2(Γ), constructing
a suitable v = (0, vp) ∈ Xf × Xp such that bI(v, λ) ≥ C ‖v‖X ‖λ‖1H1/2(Γ). As, for λh ∈ Lh,
and the Raviart-Thomas interpolant IRTvp, we have 〈vp · np, λh〉Γ = 〈IRTvp · np, λh〉Γ, then for
vh = (0, IRTvp), (3.39) follows.

With the inf-sup conditions given in (3.16) and (3.17) now established, we have the following.

Theorem 2 Given f ∈ X∗, fr ∈ IR, for γ > 0 there exists a unique solution (uh, ph, λh,β) ∈
(Xh ×Mh × Lh × IR2) satisfying (3.14 )-(3.15).

Proof :
The proof follows from the continuity of the operators aγ(·, ·), b(·, ·, ·), and bI(·, ·), the coercivity of
aγ(·, ·) on Zh × Zh, and the inf-sup conditions (3.16) and (3.17).

3.1 A Priori Error Estimate

In this section we derive the a priori error estimate for the approximation (uh, ph). Used in estab-
lishing the estimate is the following lemma.

Lemma 9 There exists a constant Cc > 0 such that

inf
(0,0,0)6=(qh,ζh,%h)∈Mh×Lh×IR2

sup
vh∈Xh

b(vh, qh,%h) − bI(vh, ζh)

(‖qh‖M + ‖ζh‖1H1/2(Γ) + ‖%h‖IR2) ‖vh‖X
≥ Cc . (3.40)

Proof : The “combined” inf-sup condition (3.40) follows from the individual inf-sup conditions
(3.23) and (3.39). (See [17], appendix.)

Theorem 3 For (u, p, λ,β) satisfying (2.17)-(2.18) and (uh, ph, λh,βh) satisfying (3.14)-(3.15),
and h sufficiently small, there exists a constant C > 0 such that

‖u− uh‖X + ‖p− ph‖M + ‖β − βh‖IR2 + ‖λ− λh‖1H1/2(Γ)

≤ C
(
infvh∈Xh‖u− vh‖X + infqh∈Mh

‖p− qh‖M + infζh∈Lh‖λ− ζh‖1H1/2(Γ)

)
.(3.41)

Proof : Subtracting (3.14) from (2.17), and using γ
∫

Ωp
q divaxi(up) r dx = 0, for all q ∈ Mp, we

have that for (vh, qh, µh) ∈ Zh ×Mh × Lh
aγ(u − uh, vh) − b(vh, p, β) + bI(vh, λ) = 0 ,

⇒ aγ(u − uh, vh) = b(vh, p− qh, 0) − bI(vh, λ− µh) . (3.42)

14



Writing (u − uh) = eh = (u − Uh) + (Uh − uh) := ξh + Eh, Uh ∈ Zh, and with the choice
vh = Eh, (3.42) becomes

aγ(Eh, Eh) = −aγ(ξh, Eh) + b(Eh, p− qh, 0) − bI(Eh, λ− µh) . (3.43)

For each of the terms in (3.43) we have the following bounds.

aγ(Eh, Eh) ≥ ν‖Ef,h‖2Xf +

∫
Γ
α−1
as (Ef,h · t)2 r ds + min{κ, γ}‖Ep,h‖2Xp . (3.44)

aγ(ξh, Eh) ≤ ν‖ξf,h‖2Xf +
ν

4
‖Ef,h‖2Xf +

1

2

∫
Γ
α−1
as (ξf,h · t)2 r ds +

1

2

∫
Γ
α−1
as (Ef,h · t)2 r ds

+
(max{κ, γ})2

2 min{κ, γ}
‖ξp,h‖2Xp +

min{κ, γ}
2

‖ξp,h‖2Xp

≤ ν

4
‖Ef,h‖2Xf +

1

2

∫
Γ
α−1
as (Ef,h · t)2 r ds +

min{κ, γ}
4

‖Ep,h‖2Xp

+C
(
‖ξf,h‖2Xf + ‖ξp,h‖2Xp

)
. (3.45)

b(Eh, p− qh, 0) ≤ ‖pf − qf,h‖Mf
‖Ef,h‖Xf + ‖pp − qp,h‖Mp ‖Ep,h‖Xp

≤ ν

4
‖Ef,h‖2Xf +

min{κ, γ}
4

‖Ep,h‖2Xp + C
(
‖pf − qf,h‖2Mf

+ ‖pp − qp,h‖2Mp

)
.(3.46)

bI(Eh, λ− µh) =

∫
Γ
(Ef,h · nf ) (λ− µh) r ds + 〈Ep,h · np, (λ− µh)〉Γ

≤ ‖Ef,h · nf‖1H1/2(Γ) ‖λ− µh‖1H1/2(Γ) + 〈Ep,h · np, EΓ(λ− µh)〉∂Ωp

≤ ‖Ef,h‖1H1/2(Γ) ‖λ− µh‖1H1/2(Γ) + ‖Ep,h · np‖1H−1/2(∂Ωp) ‖EΓ(λ− µh)‖
1H1/2(∂Ωp)

≤ ν

4
‖Ef,h‖2Xf +

min{κ, γ}
4

‖Ep,h‖2Xp + C‖λ− µh‖2
1H1/2(Γ)

. (3.47)

Combining (3.43)-(3.47),

‖Ef,h‖2Xf + ‖Ep,h‖2Xp +

∫
Γ
α−1
as (Ef,h · t)2 r ds

≤ C
(
‖ξf,h‖2Xf + ‖ξp,h‖2Xp + ‖pf − qf,h‖2Mf

+ ‖pp − qp,h‖2Mp
+ ‖λ − µh‖2

1H1/2(Γ)

)
.(3.48)

Using the triangle inequality we obtain

‖uf − uf,h‖2Xf + ‖up − up,h‖2Xp ≤ 2‖ξf,h‖2Xf + 2‖Ef,h‖2Xf + 2‖ξp,h‖2Xp + 2‖Ep,h‖2Xp
≤ C

(
‖ξf,h‖2Xf + ‖ξp,h‖2Xp + ‖pf − qf,h‖2Mf

+ ‖pp − qp,h‖2Mp
+ ‖λ − µh‖2

1H1/2(Γ)

)
.(3.49)

As Uh ∈ Zh, qh ∈Mh, µh ∈ Lh are arbitrary, (3.49) implies

‖uf − uf,h‖2Xf + ‖up − up,h‖2Xp ≤ C

(
inf

vh∈Zh
(‖uf − vf,h‖2Xf + ‖up − vp,h‖2Xp)

+ inf
qh∈Mh

(‖pf − qf,h‖2Mf
+ ‖pp − qp,h‖2Mp

) + inf
µh∈Lh

‖λ − µh‖2
1H1/2(Γ)

)
.(3.50)
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The inf-sup condition (3.40) then allows the estimate (3.50) for vh ∈ Zh to be lifted to vh ∈ Xh,
giving the estimate (3.41) for ‖u− uh‖X .

To obtain the error estimate for the pressure error and the interfacial error pressure, using (3.40)
there exists vh ∈ Xh such that

‖ph − qh‖M + ‖λh − ζh‖1H1/2(Γ) + ‖βh − %h‖IR2

≤ Cc
2

b(vh, (ph − qh), (βh − %h)) − bI(vh, (λh − ζh))

‖vh‖X

=
Cc
2

b(vh, (p − qh), (β − %h)) − bI(vh, (λ − ζh))

‖vh‖X

− Cc
2

b(vh, (p − ph), (β − βh)) − bI(vh, (λ − λh))

‖vh‖X

=
Cc
2

b(vh, (p − qh), (β − %h)) − bI(vh, (λ − ζh))

‖vh‖X
− Cc

2

aγ((u − uh), vh)

‖vh‖X
≤ C

(
‖p − qh‖M + ‖β − %h‖IR2 + ‖λ − ζh‖1H1/2(Γ) + ‖u − uh‖X

)
. (3.51)

The error estimate (3.41) then follows from the triangle inequality, (3.51) and (3.50).

Remark: For (u, p) sufficiently smooth, Xf,h, Mf,h, Xp,h, Mp,h given by (3.1)–(3.4), we have from
[4, 15, 28] that

inf
vh∈Xf,h

‖uf − vh‖Xf ≤ Ch
m , inf

qh∈Mf,h

‖pf − qh‖1L2(Ωf ) ≤ Chm , (3.52)

inf
vh∈Xp,h

‖up − vh‖Xp ≤ Chk+1 , inf
qh∈Mp,h

‖pp − qh‖1L2(Ωp) ≤ Chk+1 . (3.53)

Remark: For a sufficiently smooth function λ, the interpolation results can be extended to obtain

inf
ζh∈Lh

‖λ − ζh‖1Hs(Γ) ≤ Chl+1−s , s = 0, 1, (3.54)

and then by operator interpolation to yield

inf
ζh∈Lh

‖λ − ζh‖1H1/2(Γ) ≤ Ch
l+1/2 . (3.55)

4 Numerical Experiments

In this section we numerically investigate the approximation of two, cylindrically symmetric, coupled
Stokes-Darcy flow problems. The first experiment is performed on an example with a known solution.
Rates of convergence of the approximation to the known solution are computed for several different
choices of approximating elements and compared with those predicted by Theorem 3. The second
example we investigate is that of fluid flow through the eye. For this example we compare the flow
profiles obtained assuming a parabolic inflow and outflow profile with that from using the defective
boundary condition discussed above.
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In describing the approximation spaces/approximating elements below, we use Pk to denote the
space of polynomials of degree ≤ k on each triangle, which are continuous over the domain. The
notation discPk refers to the approximation spaces/approximating elements which are polynomials
of degree ≤ k on each triangle, and are not required to be continuous over the domain.

For all the computations presented below the value used for γ in (3.13) was γ = 1.0.

4.1 Example 1

For this example we take Ω = (0, 1/2) × (−1/2, 1/2), Ωf = (0, 1/2) × (0, 1/2), Ωp = (0, 1/2) ×
(−1/2, 0), and Γ = (0, 1/2)× {0}. For the fluid velocity in Ωf and Ωp we use

uf (r, z) = up(r, z) =

[
−r cos(πr) sin(πz)

− 2
π cos(πr) cos(πz) + r sin(πr) cos(πz)

]
, (4.1)

and for the pressure in Ωf and Ωp

pf = pp = sin(πz) (− cos(πr) + 2πr sin(πr)) + 4re−4r cos(πz) − 2

π
(1− 5e−2) . (4.2)

In addition we use ν = νeff = 1, κ = 1, and αas = 1.

Computations were performed on a series of meshes. Illustrated in Figure 4.1 is the computational
mesh corresponding to mesh parameter h = 1/4. The computed flow field and contour lines for
the magnitude of the velocity on the mesh h = 1/8, using Taylor-Hood P2 − P1 elements for
approximating (uf , pf ), Raviart-Thomas RT1− discP1 elements for approximating (up, pp), and P1

elements for approximating the interfacial pressure λ, are given in Figures 4.2 and 4.3.
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0.3

0.4

0.5

Figure 4.1: Computational mesh corresponding to h = 1/4.

Presented in Table 4.1 are computations obtained using the mini-element approximation pair, (P1 +
Bubble) − P1 for (uf,h, pf,h), Raviart-Thomas RT1 − discP1 for (up,h, pp,h), and P1 approximation
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Figure 4.2: Computed Stokes velocity flow
field for Example 1.
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Figure 4.3: Computed Darcy velocity flow
field for Example 1.

elements for λh. Theorem 3 predicts (bounded by the infvf,h∈Xf,h‖uf − vf,h‖1H1(Ωf ) term)

‖uf−uf,h‖Xf + ‖pf−pf,h‖1L2(Ωf ) + ‖up−up,h‖Xp + ‖pp−pp,h‖1L2(Ωp) + ‖λ−λh‖1H1/2(Γ) ≤ Ch1 .
(4.3)

The experimental convergence rates computed in Table 4.1 are consistent with (4.3).

Remark: As Lh ⊂ 1H
1/2(Γ), for a conforming method, we require that our approximation for

λ, λh, be a continuous function. Assumption A1, Lh ⊂ {v · np|Γ : v ∈ Xp,h}, then implies that
RT0 − discP0 is not an appropriate choice as an approximation pair for (up,h, pp,h).

Table 4.2 contains the computations obtained using Taylor-Hood P2 − P1 approximating elements
for (uf,h, pf,h), Raviart-Thomas RT1 − discP1 for (up,h, pp,h), and P1 approximation elements for
λh. Theorem 3 predicts (bounded by the infζh∈Lh‖λ− ζh‖1H1/2(Γ) term)

‖uf−uf,h‖Xf + ‖pf−pf,h‖1L2(Ωf ) + ‖up−up,h‖Xp + ‖pp−pp,h‖1L2(Ωp) + ‖λ−λh‖1H1/2(Γ) ≤ Ch3/2 .
(4.4)

The experimental convergence rates computed in Table 4.2 are consistent with (4.4).

The computations in Tables 4.3 and 4.4 were obtained using Taylor-Hood P2 − P1 approximating
elements for (uf,h, pf,h) and Raviart-Thomas RT2 − discP2 for (up,h, pp,h). For Table 4.3, λ was
approximated using P1 elements, and for Table 4.4, λ was approximated using P2 elements. For the
results in Table 4.3, Theorem 3 predicts (bounded by the infζh∈Lh‖λ− ζh‖1H1/2(Γ) term)

‖uf−uf,h‖Xf + ‖pf−pf,h‖1L2(Ωf ) + ‖up−up,h‖Xp + ‖pp−pp,h‖1L2(Ωp) + ‖λ−λh‖1H1/2(Γ) ≤ Ch3/2 ,
(4.5)

and for the results in Table 4.4, Theorem 3 predicts (bounded by the infvf,h∈Xf,h‖uf −vf,h‖1H1(Ωf )

and infqf,h∈Mf,h
‖pf − qf,h‖1L2(Ωf ) term)

‖uf−uf,h‖Xf + ‖pf−pf,h‖1L2(Ωf ) + ‖up−up,h‖Xp + ‖pp−pp,h‖1L2(Ωp) + ‖λ−λh‖1H1/2(Γ) ≤ Ch2 ,
(4.6)

The experimental convergence rates computed in Tables 4.3 4.4 are consistent with (4.5) and (4.6),
respectively.

18



Stokes flow approximation errors
h ‖uf − uf,h‖Xf Cvg. rate ‖uf − uf,h‖1L2(Ωf ) Cvg. rate ‖pf − pf,h‖1L2(Ωf ) Cvg. rate

1/2 1.541E-01 4.705E-03 9.894E-02
1/4 7.513E-02 1.04 1.230E-03 1.94 3.141E-02 1.66
1/8 3.708E-02 1.02 3.106E-04 1.98 1.059E-02 1.57
1/12 2.460E-02 1.01 1.384E-04 1.99 5.619E-03 1.56
1/16 1.841E-02 1.01 7.791E-05 2.00 3.593E-03 1.55

Darcy flow approximation errors
h ‖up − up,h‖Xp Cvg. rate ‖up − up,h‖1L2(Ωp) Cvg. rate ‖pp − pp,h‖1L2(Ωp) Cvg. rate

1/2 8.967E-03 7.424E-03 2.989E-02
1/4 2.365E-03 1.92 2.030E-03 1.87 6.569E-03 2.19
1/8 6.230E-04 1.92 5.405E-04 1.91 1.594E-03 2.04
1/12 2.703E-04 2.06 2.314E-04 2.09 7.023E-04 2.02
1/16 1.468E-04 2.12 1.232E-04 2.19 3.932E-04 2.02

Interfacial pressure approximation errors
h ‖λ− λh‖1H1(Γ) Cvg. rate ‖λ− λh‖1L2(Γ) Cvg. rate

1/2 1.508E-01 4.107E-02
1/4 8.033E-02 0.91 8.929E-03 2.20
1/8 4.213E-02 0.93 2.161E-03 2.05
1/12 2.845E-02 0.97 9.513E-04 2.02
1/16 2.145E-02 0.98 5.325E-04 2.02

Table 4.1: Example 1 using (P1 +Bubble)− P1, RT1 − discP1, and P1 approximation elements.

Remark: The influence of using P2 elements for λh when using RT2 − discP2 for (up,h, pp,h) is
clearly demonstrated by comparing the numerical results in Tables 4.3 and 4.4.

4.2 Example 2

To demonstrate the difference between flow fields generated assuming a parabolic inflow and outflow
profile with that from the defective boundary conditions given by (2.3) and (2.7), we simulate fluid
flow in the eye. In this simulation we assume the eye is looking straight up. Fluid in the eye is
generated by the ciliary body which is located on the wall of the eye adjacent to the lens [31].
Fluid flows from the ciliary body into the Anterior Cavity (front section of the eye), AC, by passing
between the lens and the iris and then flowing through the pupil, see Figure 4.5. We assume a flow
rate of 2µl/min [24]. The fluid exits the AC through the Trabecular Meshwork, TM, located on
the wall of the eye slightly above where the iris attaches to the wall. After flowing through the TM
the fluids enters the Canal of Schlemm. The model geometry of the eye illustrated in Figure 4.5
was constructed using [12, 13] and [35]. For the model we assume:

1. The radius of the inside of the cornea is 7.2mm.

2. The radius of the lens is 12.5mm.

3. The distance between the lens and the cornea along the vertical axis is 2.7mm.
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Stokes flow approximation errors
h ‖uf − uf,h‖Xf Cvg. rate ‖uf − uf,h‖1L2(Ωf ) Cvg. rate ‖pf − pf,h‖1L2(Ωf ) Cvg. rate

1/2 1.761E-02 5.184E-04 1.450E-02
1/4 4.452E-03 1.98 6.693E-05 2.95 3.265E-03 2.15
1/8 1.115E-03 2.00 8.390E-06 3.00 7.836E-04 2.06
1/12 4.956E-04 2.00 2.486E-06 3.00 3.454E-04 2.02
1/16 2.788E-04 2.00 1.048E-06 3.00 1.937E-04 2.01

Darcy flow approximation errors
h ‖up − up,h‖Xp Cvg. rate ‖up − up,h‖1L2(Ωp) Cvg. rate ‖pp − pp,h‖1L2(Ωp) Cvg. rate

1/2 8.966E-03 7.415E-03 7.880E-03
1/4 2.344E-03 1.94 2.007E-03 1.89 2.032E-03 1.96
1/8 6.164E-04 1.93 5.331E-04 1.91 5.140E-04 1.98
1/12 2.671E-04 2.06 2.277E-04 2.10 2.291E-04 1.99
1/16 1.449E-04 2.13 1.210E-04 2.20 1.290E-04 2.00

Interfacial pressure approximation errors
h ‖λ− λh‖1H1(Γ) Cvg. rate ‖λ− λh‖1L2(Γ) Cvg. rate

1/2 1.451E-01 4.978E-03
1/4 7.995E-02 0.86 1.286E-03 1.95
1/8 4.210E-02 0.93 3.390E-04 1.92
1/12 2.844E-02 0.97 1.529E-04 1.96
1/16 2.145E-02 0.98 8.652E-05 1.98

Table 4.2: Example 1 using P2 − P1, RT1 − discP1, and P1 approximation elements.

4. The pupil aperture is 3mm.

5. The lower side of the iris has the same curvature as the lens. The top side of the iris is
approximated as a straight line. The width of the iris is approximately 0.5mm, and we assume
the iris attaches to the cornea. (Physically the iris attaches to the ciliary muscles very near
the cornea.)

6. The gap between the iris and the lens is 0.25mm.

7. The length of the interface between the AC and TM is 0.6mm.

8. The width of the TM at the bottom is 0.1mm.

9. The length of the interface of the TM with the Canal of Schlemm is 0.3mm.

10. A straight line connects the point at the top of the interface of the AC and TM with the point
at the top of the interface of the TM with the Canal of Schlemm.

The fluid flow in the AC is modeling using the Stokes equations and that through the TM modeled
using the Darcy equations. For the kinematic viscosity of the fluid we use ν = 0.66mm/s (approx-
imately that of water), and in the TM for the effective viscosity νeff = 0.66mm/s, and for the
permeability κ = 2.0× 10−6mm2 [2].
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Stokes flow approximation errors
h ‖uf − uf,h‖Xf Cvg. rate ‖uf − uf,h‖1L2(Ωf ) Cvg. rate ‖pf − pf,h‖1L2(Ωf ) Cvg. rate

1/2 1.761E-02 5.185E-04 1.451E-02
1/4 4.452E-03 1.98 6.692E-05 2.95 3.264E-03 2.15
1/8 1.115E-03 2.00 8.389E-06 3.00 7.836E-04 2.06
1/12 4.956E-04 2.00 2.485E-06 3.00 3.454E-04 2.02
1/16 2.788E-04 2.00 1.048E-06 3.00 1.937E-04 2.01

Darcy flow approximation errors
h ‖up − up,h‖Xp Cvg. rate ‖up − up,h‖1L2(Ωp) Cvg. rate ‖pp − pp,h‖1L2(Ωp) Cvg. rate

1/2 2.088E-02 2.084E-02 1.277E-03
1/4 8.199E-03 1.35 8.177E-03 1.35 1.708E-04 2.90
1/8 3.143E-03 1.38 3.129E-03 1.39 2.532E-05 2.75
1/12 1.751E-03 1.44 1.743E-03 1.44 9.069E-06 2.53
1/16 1.149E-03 1.47 1.144E-03 1.46 4.536E-06 2.41

Interfacial pressure approximation errors
h ‖λ− λh‖1H1(Γ) Cvg. rate ‖λ− λh‖1L2(Γ) Cvg. rate

1/2 1.452E-01 4.971E-03
1/4 7.948E-02 0.87 1.294E-03 1.94
1/8 4.193E-02 0.92 3.407E-04 1.93
1/12 2.838E-02 0.96 1.535E-04 1.97
1/16 2.142E-02 0.98 8.673E-05 1.98

Table 4.3: Example 1 using P2 − P1, RT2 − discP2, and P1 approximation elements.

Figure 4.4: Illustration of the anatomy of an
eye [25].
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Figure 4.5: Model for simulating fluid flow
through the eye.

In our modeling equations there arises from the Beavers-Joseph-Saffman boundary condition (2.10)
a frictional constant, denoted by αas in (2.21). As we do not have a reference value for αas, we use
the nominal value αas = 1 in our computations.

Computations were performed on a series of three meshes. The initial mesh (h = 1) is given in
Figures 4.6 and 4.7. The two subsequent meshes (h = 1/2, h = 1/4) were obtained by mid edge
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Stokes flow approximation errors
h ‖uf − uf,h‖Xf Cvg. rate ‖uf − uf,h‖1L2(Ωf ) Cvg. rate ‖pf − pf,h‖1L2(Ωf ) Cvg. rate

1/2 1.761E-02 5.163E-04 1.450E-02
1/4 4.452E-03 1.98 6.686E-05 2.95 3.264E-03 2.15
1/8 1.115E-03 2.00 8.387E-06 2.99 7.835E-04 2.06
1/12 4.955E-04 2.00 2.485E-06 3.00 3.454E-04 2.02
1/16 2.788E-04 2.00 1.048E-06 3.00 1.937E-04 2.01
1/20 1.784E-04 2.00 5.367E-07 3.00 1.238E-04 2.01

Darcy flow approximation errors
h ‖up − up,h‖Xp Cvg. rate ‖up − up,h‖1L2(Ωp) Cvg. rate ‖pp − pp,h‖1L2(Ωp) Cvg. rate

1/2 3.082E-03 3.029E-03 1.143E-03
1/4 8.579E-04 1.85 8.413E-04 1.85 1.304E-04 3.13
1/8 1.837E-04 2.22 1.806E-04 2.22 1.474E-05 3.14
1/12 7.053E-05 2.36 6.954E-05 2.35 4.219E-06 3.09
1/16 3.527E-05 2.41 3.483E-05 2.40 1.751E-06 3.06
1/20 2.049E-05 2.43 2.026E-05 2.43 8.877E-07 3.04

Interfacial pressure approximation errors
h ‖λ− λh‖1H1(Γ) Cvg. rate ‖λ− λh‖1L2(Γ) Cvg. rate

1/2 3.470E-02 1.412E-03
1/4 9.454E-03 1.88 1.819E-04 2.96
1/8 2.441E-03 1.95 2.314E-05 2.97
1/12 1.091E-03 1.99 6.933E-06 2.97
1/16 6.145E-04 2.00 2.941E-06 2.98
1/20 3.934E-04 2.00 1.510E-06 2.99

Table 4.4: Example 1 using P2 − P1, RT2 − discP2, and P2 approximation elements.

refinement, whereby each triangle in the mesh was divided into four smaller triangles by connecting
the mid edges of each side.
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Figure 4.6: Computed mesh for the AC corre-
sponding to h = 1.
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Figure 4.7: Computed mesh for the TM cor-
responding to h = 1.
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The approximating elements used were the Taylor-Hood P2−P1 for the velocity-pressure approxima-
tion in the AC, Raviart-Thomas RT1− discP1 for the velocity-pressure in the TM, and continuous,
piecewise linear elements, P1, for the interfacial pressure term along the interface between the AC
and TM regions. Presented in Tables 4.5 and 4.6 are various norms of the approximation computed
on the three different meshes for the case of the degenerate boundary condition.

Stokes flow norms
h ‖uf,h‖Xf ‖uf,h‖1L2(Ωf ) ‖pf,h‖1L2(Ωf )

1 1.717E-01 1.616E-02 3.977E+00
1/2 1.725E-01 1.622E-02 3.981E+00
1/4 1.726E-01 1.623E-02 3.981E+00

Darcy flow norms
h ‖up,h‖Xp ‖up,h‖1L2(Ωp) ‖pp,h‖1L2(Ωp)

1 1.002E-03 1.002E-03 1.363E+01
1/2 9.967E-04 9.967E-04 1.353E+01
1/4 9.943E-04 9.943E-04 1.348E+01

Interfacial pressure norms
h ‖λh‖1H1(Γ) ‖λh‖1L2(Γ)

1 3.017E+01 9.637E-01
1/2 6.345E+01 1.078E+00
1/4 7.978E+01 1.026E+00

Table 4.5: Example 2 using P2 − P1, RT1 −
discP1, and P1 approximation elements, with
a defective boundary condition.

Stokes flow norms
h ‖uf,h‖Xf ‖uf,h‖1L2(Ωf ) ‖pf,h‖1L2(Ωf )

1 1.732E-01 1.620E-02 4.003E+00
1/2 1.742E-01 1.627E-02 4.008E+00
1/4 1.743E-01 1.628E-02 4.009E+00

Darcy flow norms
h ‖up,h‖Xp ‖up,h‖1L2(Ωp) ‖pp,h‖1L2(Ωp)

1 1.111E-03 1.111E-03 1.606E+01
1/2 1.111E-03 1.111E-03 1.607E+01
1/4 1.111E-03 1.111E-03 1.607E+01

Interfacial pressure norms
h ‖λh‖1H1(Γ) ‖λh‖1L2(Γ)

1 3.395E+01 1.064E+00
1/2 7.273E+01 1.212E+00
1/4 9.212E+01 1.154E+00

Table 4.6: Example 2 using P2 − P1, RT1 −
discP1, and P1 approximation elements, as-
suming a parabolic inflow and outflow profile.

Illustrated in Figures 4.8–4.11 and 4.12–4.15 are the flow fields and pressure plots obtained on the
finest mesh, h = 1/4, for the cases of the degenerate boundary condition and an assumed parabolic
inflow and outflow profile, respectively. Visually the difference in the computed solutions is most
apparent in the velocity and pressure plots in the TM, i.e. by comparing Figures 4.10, 4.11, with
Figures 4.14, 4.15. Consistent with (2.26), for simulations generated using the defective boundary
condition formulation we note that the pressure along the outflow boundary is constant, and the
flow much more uniform than for the case when the parabolic profile for the outflow is imposed.
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Figure 4.8: Computed flow field in the AC,
h = 1/4, for a defective boundary condition.
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AC, h = 1/4, for a defective boundary condi-
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5.95 6 6.05 6.1 6.15 6.2 6.25 6.3

3.65

3.7

3.75

3.8

3.85

3.9

3.95

4

4.05

4.1

Velocity in the TM region

 

 

1

2

3

4

5

6

7

8

9

10

x 10
−3

Figure 4.10: Computed flow field in the TM,
h = 1/4, for a defective boundary condition.
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Figure 4.12: Computed flow field in the AC,
h = 1/4, for a parabolic inflow and outflow
profile.
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Figure 4.13: Computed pressure profile in the
AC, h = 1/4, for a parabolic inflow and out-
flow profile.
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Figure 4.14: Computed flow field in the TM,
h = 1/4, for a parabolic inflow and outflow
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