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Abstract

We develop an ultra-weak variational formulation of a fractional advection diffusion prob-
lem in one space dimension and prove its well-posedness. Based on this formulation, we define
a DPG approximation with optimal test functions and show its quasi-optimal convergence.
Numerical experiments confirm expected convergence properties, for uniform and adaptively
refined meshes.
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1 Introduction

In this paper we develop a discontinuous Petrov-Galerkin (DPG) method with optimal test
functions for a one-dimensional fractional advection diffusion problem of the form

~DD* 2Dy +bDu+cu=f onl:=(0,1), W
u(0) = u(l) =0.

Here, D denotes a single spatial derivative, and D®~2, for a € (1,2), represents a fractional

integral operator of order a—2, cf. Section 2.3 below. Throughout, we assume that ¢ € L*(][0, 1]),

be CY([0,1]), and ¢ — Db/2 > 0.

Fractional advection diffusion equations have been receiving increased attention over the past

decade as modeling equations for physical phenomena in such areas as contaminant transport in
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ground water flow |3|, viscoelasticity [34], turbulent flow 34, 38|, and chaotic dynamics [47]. As
most models involving fractional order differential equations do not have closed form solutions
particular attention has been paid to the development of numerical approximation schemes for
these equations. Two phenomena of fractional order differential equations which impact their
numerical discretization and approximation are: (i) the fractional differential operator is nonlocal
(leading to a dense coefficient matrix), and (ii) the (typical) low regularity of the solution (leading
to slow convergence of the numerical solution to the true solution).

The first approximation methods investigated for fractional order differential equations were
finite difference schemes proposed by Liu, Ahn and Turner [32], and Meerschaert and Tadjeran
[35], (see also 39, 12, 40]). Subsequently, finite element [20, 18, 41, 33, 46, 29, 10] and spectral
methods [31, 44, 48, 11] have been developed for the approximation of fractional order differential
equations. We note that a finite difference approximation using the Griinwald formula on a
uniform mesh leads to a Toeplitz like matrix which significantly reduces the storage required for
the coeflicient matrix, and whose linear system can be very efficiently solved using a fast Fourier
transform [40].

Fractional diffusion problems are inherently difficult to analyze and with our method we open a
way to deal with singularly perturbed cases (not considered here). In fact, principal objective of
the DPG method is to provide robust discretizations of singularly perturbed problems like convec-
tion diffusion [16, 7, 9, 5] and wave problems [49]. The DPG method with optimal test functions
has been developed by Demkowicz, Gopalakrishnan and co-workers. In its most common form it
combines several ideas. These are ultra-weak variational formulations (cf. [17, 8]) with additional
trace and flux unknowns (cf. [4]), and the utilization of specific test functions which are designed
for stability (cf. the SUPG method in [28| and test functions in [2]). Demkowicz and Gopalakr-
ishnan combine these ideas in a discontinuous setting and by employing problem-tailored norms.
Appropriately combined, the resulting DPG method with optimal test functions delivers robust
error control and also gives access to localized a posteriori error estimation (or rather calcu-
lation). For details we refer to [14, 15]. In this paper we follow precisely these steps to deal
with equations involving fractional diffusion. By writing (1) as a first-order system, cf. (13), we
develop an ultra-weak variational formulation in Section 2.4 below. While a weak formulation
of (1) leads to a non-symmetric, coercive bilinear form, for the DPG method with optimal test
functions the resulting variational formulation is always symmetric, positive definite, implying
existence of a unique solution. This is the central result of the DPG method with optimal test
functions, stated below in Theorem 1. Necessary conditions for its application are the well-known
Babuska-Brezzi conditions (2), which we check in Section 3 for our ultra-weak formulation. A
central step will be to extend Riemann-Liouville fractional integral operators to negative order
Sobolev spaces and prove their ellipticity. To that end, we extend recent results from [29]. In
our main result, Theorem 7, we show well-posedness of the underlying ultra-weak variational
formulation and quasi-optimal convergence of the discrete scheme. In particular, we will gain
access to error control and adaptivity. In Section 4, we report on several numerical experiments
that illustrate convergence orders of variants with uniform meshes and with adaptively refined
meshes.

Galerkin formulations can lack ellipticity for certain variable diffusion coefficients, cf. [41]. This



led to the use of Petrov-Galerkin formulations in a series of recent papers. First, [41] considered a
pure diffusion problem with variable diffusion coefficient and homogeneous boundary conditions
in the case 3/2 < a < 2. Inhomogeneous boundary conditions where then analyzed in [42].
Recently in [30], the authors propose a variational formulation of Petrov-Galerkin type for frac-
tional advection diffusion equations for 3/2 < a < 2. The works [41, 42, 30] use a-priori chosen
test spaces and globally continuous function spaces and discretizations. We note that in [43] the
authors propose a simplified Petrov-Galerkin method with optimal test functions for fractional
diffusion problems. They still use continuous spaces, which means that optimal test functions
are calculated globally. In contrast, we allow for 1 < o < 2 and develop the fully discontinuous
variant that allows for local calculations of test functions. This is particularly important for
fractional-order problems where inner products are defined by double integrals so that global
calculations are prohibitively costly. Let us also mention that there is DPG-technology avail-
able for hypersingular integral equations [27, 26]. Hypersingular operators are of order one with
energy spaces of order 1/2. For closed curves/surfaces, DPG theory can be established with
integer-order Sobolev spaces and is then simpler in a certain way. For open curves/surfaces how-
ever, one has to return to non integer-order spaces. The case of hypersingular operators can be
seen as a limit of fractional diffusion operators with orders between one and two, as considered
in this paper.

2 Mathematical setting and main results

We use the widespread notation A < B to denote the fact that A < C' - B where the constant
C > 0 does not depend on any quantities of interest. By A ~ B we mean that both A < B and
B < A hold. Throughout, suprema are taken over the indicated sets ezcept 0.

2.1 DPG method with optimal test functions

We briefly recall the premises and results of the DPG method with optimal test functions,
cf. [14, 15, 49]. Given a Banach space U, a Hilbert space V', and a bilinear form b : U x V' — R,
we consider the following three conditions:

b(u,v) =0forallveV = u=0; (2a)

there is a positive constant Cipfup such that

Coplloly < sup 2% for allw eV, (2b)
uclU ’u”U
there is a positive constant Cy, such that
b(u,v) < Cyllully||lv|v forallu e Ujv € V. (2¢)

Define the so-called trial-to-test operator © : U — V by
(Ou,v)y =b(u,v) foralwveV. (3)



The following result is central to the DPG method and is, in the end, consequence of the Babuska-
Brezzi theory [1, 6, 45|, cf. [14] and related references given in the introduction.

Theorem 1. Suppose that (2a)—(2c) hold for a Banach space U, a Hilbert space V', and a bilinear
form b:U xV — R. Then, an equivalent norm on U is given by

b(uw,v
el i= sup X%
veV HUHV

and CinfsupHuHU < HUHE

Furthermore, for any £ € V', the problem
find w € U such that b(u,v) ={(v) forallveV (4)
has a unique solution, and
[ullz <€y ()
In addition, if Un, C U is a finite-dimensional subspace, then the problem
find upp € Uyp such that — b(unp, Onp) = €(Vnp)  for all vy, € O(Upp) (6)
has a unique solution, and

lw—unpllp = inf  Jlu—w,e. (7)
u;\pe hp

2.2 Sobolev spaces

For s € R with s > 0 and an open interval M = (a,b) C R, the Sobolev spaces H*(M) are
defined via distributional derivatives and the Sobolev-Slobodeckij seminorm |- |gs () and norm
| lzzs (ar)- The space H*(M) is defined as the space of functions whose extension by zero is in
H?*(R), equipped with the norm ||| s () and seminorm [u g5 (r), where @ is the extension of u by
zero. The space H5(M) denotes the topological dual space of H*(M), while H=*(M) denotes
the dual of H*(M). For a finite partition 7 of I = (0,1) into open, disjoint, and connected sets,
we ;ieﬁne H(T) := HTST H*(T), or, IQikeWise, H(T) = l_gTeT fIS(T?, with product norms
[0l zs 7y = Zrer 0z llzs () and HvH~S(T) = ZTGT””‘TH]}s(T) (seminorms on these spaces
are defined analogously). We also write H “5(T) or H—*(T) for the duals of product spaces. By
N := #T we denote the number of elements in the partition and for v € H*(T), 1/2 < s, we
define the jump [v] € RN+ as the vector of the differences of the traces of v on the elements to
the right and to the left of all nodes # = T_ N Ty. For the boundary nodes (i.e., 0 and 1), we
just take traces. Jumps are measured in discrete /o norms |[v]|. For v € H*(T), 1/2 < s, we also
define the average {v} as the vector of mean values of the traces of v on the elements to the right
and to the left of all nodes. We will need certain results for this kind of spaces. From now on,
we assume that partitions are quasi-uniform, i.e., for all T € T holds |T| ~ N~! for N := #T
being the number of elements in the partition 7, and the constant involved is independent of T .
We denote by Dy the T-piecewise distributional derivative.



Lemma 2. The following statements hold with constants which only depend on s:

e Let s € (0,1/2). There holds

[l s 1y S Nolvllas ey for allv e H(I). (8)
o Let s € (1/2,1). There holds

HDTUHﬁsfl(I) < N178|U|H5(7‘) for allv e H*(T). 9)

o Let s € (1/2,1]. There holds

[v]] < N1/2||v||Hs(T) for all v e H*(T). (10)

Proof. Estimate (8) is seen as follows: First, for T a reference interval with fixed diameter, there
is a constant C's > 0 such that ||i}\\|ﬁs(f) < CsHi)\HHs(f), cf. [22] and |23, Proof of Lemma 5.
Second, scaling arguments show that ||v|| 7, ) S No|vllgsry for all T € T. Now,

01 ) S Hsz ) S > Hvl!%w (11)
TeT

where the second estimate follows from [19, Lemma 20]. To show estimate (9), we proceed as
before and use an affine transformation on every element 17" € T,

1Dl < N|ID3|% < N|D3;

Hs 1 ) Hs 1(T) Hs— 1 )

Here the second estimate follows as the norms involved are dual to norms on which we can
use [22| and |23, Proof of Lemma 5|. A quotient space argument on the reference element T,
cf. [24], shows

Estimate (9) then follows by application of the scaling argument |i)\|2S A~ S NP2y,

(T) ~ (1)

Estimate (10) follows easily from, e.g.,
0@ < Ioll gy S [0y S N2 ol

Here, for example, x = T_NT, the second estimate follows by the Sobolev Embedding theorem,
and the third one again by a scaling argument. O

Lemma 3. There holds
1Tl Loty S NPT Loy + N2 [7]| for all 7 € HY(T),

and the hidden constant is independent of T .



Proof. Let ¢ € H'(I) be the weak solution of —D2¢ = 7. Then D¢ € H'(I) with distributional
derivative D?¢ = —7, and integration by parts yields

(r,7) = ~(r,D%p) = (D77, D¢) +([r], D).

Cauchy-Schwarz and Lemma 2, eq. (10) imply

17700 S IDT7 Loy |1 DOl oy + NN DSl (1)
By construction, D¢ g1(ry S |72, (1), which concludes the proof. O

We will need the following result on fractional seminorms.

Lemma 4. Let s € (0,1) be fized and J C R be an interval. There holds
[ul sy S [ Dullgs—1gy  for all w € H*(J).
where Du is the distributional derivative of u. The hidden constant does not depend on I.

Proof. In [13, Proposition 1] it is shown that the derivative operator is an isomorphism from
{ue H(J)| [;u(s)ds =0} to H*"1(J). In a first step, this shows the statement of the Lemma
with a constant depending on J. Scaling arguments then prove that the constant does not depend
on J, cf. [25]. O

2.3 Fractional integral operators

The fractional integral operators that we will use are of so-called Riemann-Liouville type. For
B > 0 we denote by ¢D~# and Dy # the left and right-sided versions of these operators, defined
on I =(0,1) by
8 1 g1 8 L B-1
oD Pu(zx) = —/ (x —s)" " u(s)ds and D u(x):= —/ (s —x)" “u(s) ds.
L'(B) Jo ' L(B) Jx

In the following we will use —1 < g — 1 < 0, such that the integrals above contain singular
kernels. We also abbreviate D™# := ¢D=#. A standard textbook on this kind of operators
is [37]. Recently, classical results regarding boundedness and ellipticity of these operators were
extended in [18, 29]. In order to obtain a variational formulation suited for DPG analysis, we
need to extend these operators to negative order Sobolev spaces and show their ellipticity. To this
end, let F denote the Fourier transforms on the space S’(R) of tempered distributions, cf. [36,
Chapter 7|, defined by FT'(¢) := T(Fp), where

Fol6) 1= 2n) P [ pw)e i do
R
is the Fourier transform on the space of rapidly decreasing functions S(R). Choosing a space
of test functions which is invariant under the action of D=? and D~?, these operators can be
extended to the associated spaces of distributions, cf. [37, §8|. In the present setting, a different
argument can be used.



Lemma 5. For every s € R with —f < s and > 0, the operator DB can be extended to a
bounded linear operator D=5 : H*(I) — H**A(I).

Proof. For 0 < s, the statement was shown for o D~? and D] # in Theorem 3.1 of [29]. It therefore
remains to consider —3 < s < 0. We will show the statement for s = —/, the remaining cases
follow by interpolation. We already know that D; b Lo(I) — HP(I) is a linear and bounded
operator. According to [37, Corollary of Thm. 3.5], it holds that

(D~ Pu,v) = (u,Dl_Bv) for all u,v € Lo(I). (12)
Hence, the right-hand side of (12) extends D=5 to a linear, bounded operator D7 : HP -
Lo(1). O
Lemma 6. The operator D=7 is elliptic on H=P/%(T) for 0 < B < 1.

Proof. For a test function ¢ € D(I) holds F(D Pp)(€) = (i€) P F(p)(€), cf. [37, Thm. 7.1].
Then, a short computation (cf. [18, Proof of Lemma 2.4]) shows

(D~Pp,0) = ((i1€) " F(p), F(p) )) ((i€) PP F(¢), (=i€)P2F ()
= cos(~m8/2)((i€) "2 F (), (i&)°2F ()

+isin(—m3/2) (/ (i) 5/2.7:(@)(2'5)75/2.7:(‘)0)%

- [ derrrree )

As the left-hand side of this identity is real, the imaginary part on the right-hand side vanishes.
Furthermore, cos(—m/3/2) > 0 for 0 < 8 < 1. We obtain

(DP.,0) 2 1€) P F )2, @ 2 10+ ) PE )2, 0
The right-hand side is equivalent to the norm [[¢][-s/2). A density argument shows the

ellipticity on H~#/2(R). Since on H%/2(T) it holds || - ler-sr2@y 2 - Nl-s20y 2 |- NEr-5r2(7),
cf. (11), the proof is finished. O

2.4 Ultra-weak formulation and main result

We write (1) as first-order system

o — Du =0,
9 (13)
—DD* 0 +bDu + cu = f.

Then, we multiply these equations with 7 respectively v, integrate by parts piecewise on a
partition 7 and rename the appearing boundary terms of D® 2¢ and u by & and % to obtain

(0,7)+ (u,Dy71) — (u,[r]) =0 (14a)
(D25, D7v) + (bo,v) + (cu,v) — (7, [v]) = (f,v). (14b)



The left and right-hand sides of the preceding equations define our bilinear form and linear form
via

Here and from now on, D=2+ . ga/2=1(1) 5 {g1=2/2(]) denotes the conjugate of D*~2. Define
Ug := H?>"Y(I) x Lo(I) x RN*L x RN~V and V,, := HY(T) x H*/?(T), where N is the number
of elements of 7, with product norms

lulit, = lola /o 1y + lullZ, ) + N 72517 + [@]*), and
ol = 1By + 101y
By |- |, we mean the usual Euclidean norm. Our ultra-weak formulation now reads as follows:

given ¢ € V., we aim to find u € U, such that
b(u,v) =4(v) forall veV,. (15)

For a discrete subspace U, C U,, the DPG method with optimal test functions is to find
Upp € Upp such that

b(uhp,'vhp) = é('vhp) for all Vpp € @a(Uhp), (16)

where 0, : U, — V,, is the trial-to-test operator associated with b, cf. (3). The following theorem
is the main result of this work. It states unique solvability and stability of the continuous and
discrete formulations (15) and (16), as well as a best approximation result.

Theorem 7. For a € (1,2), f € Lo(I), and arbitrary partition T, the variational formula-
tion (15) has a unique solution u € Uy, and

lullve S NFllza -

Furthermore, the discrete problem (16) has a unique solution uy, € Uy, and

o~ wnpller, < in N'2]lo = 0| gsams gy + o = hpllzan)

! ! =~/ =/ <
(O’hp UL 5O U )EULp

Proof. We are going to apply Theorem 1, hence we check (2a)—(2c¢). The condition (2a) follows
from Lemma 9. The condition (2c) follows from Lemma 8. It remains to check condition (2b).
To that end, observe first that

b(u,v)
sup
et [[wllo,

3 1/2
= (I + DO Drv + bl2 ooy + D77 + vl + NI+ [[0])?)
(17)



For given v = (7,v) € V, we define 7, € H(I) and v; € H*/2(I) as the solution of Lemma 10
with data F':= D77 +cv and G = 7+ D@ 2* Dy + bu, and write 7 = 79+ 71 and v = vy + 1.
The functions 79 and vy then fulfill the assumptions of Lemma 11. The triangle inequality and
Lemmas 10 and 11 show

lvllv., < [I7+ D2 Do 4 bvll ypiae gy + D77 + evll oy + N2([F) +1[]). - (18)

The equations (17) and (18) show condition (2b). Theorem 1 shows that there are unique
solutions w and wuyp of the problems (15) and (16) which fulfill stability (5) and best approxi-
mation (7), and that

blu,v
Cintsupllul, < Il = sup 2.
vev, |[vllv,
Lemma 8 shows that
inf flu —up e, S
u{lpe hp
inf (N0~ oy garas gy + = by lacr)

! ! =~/ =/
(O’hp ST ,uhp)EUhp

Here, owing to the fact that u and & are just finite-dimensional vectors, the functions /U\flp and
ﬁgp can be omitted on the right-hand side.

3 Technical results

The first lemma states boundedness of the bilinear form b.

Lemma 8. For a € (1,2),

_ N R 1/2
b1, 0)| S (N0l 1y + il gy + NIl + N162) " oy,

2
Ha/2—1([

with a constant independent of T. In particular, |b(u,v)| < Cy||lullv,||v]lv,, where the constant
Cy, depends on N.

Proof. By Lemma 2, eq. (10), we have
(@, ) S N2l and (@ )] S N6 0]l a2y

The triangle inequality, Lemmas 2 and 5, the definition of D(=2* ¢ € L>([0,1]), b € C([0,1]),
and 1 < o show

|7+ D" 2*Dyv + 0ol i-arzry STl i-arz(ry + DT as2—1 1y + 1001 gri-are )

S N2 (7l + ollraraer))



and

1D77 + ctlliyny S Irllan e + 10l oz
We finish the proof with the triangle and Cauchy-Schwarz inequalities. O
Lemma 9. [t holds that
b(u,v) =0 for allv eV < u=0.

Proof. The direction <« is clear, and we proceed with the implication =. Using 7 € C§°(I)
in (14a) shows that the distributional derivative of u fulfills Du = 0. As o € H*/2"1(I), we
conclude that u € H*/?(I). In a second step, using functions 7 € C°°(T') for all T € T in (14a)
and integrating by parts shows that & = w at inner nodes as well as u(a) = u(b) = 0. Hence
w e H*%(I). We plug in o = Du in (14b) and obtain the variational formulation

(D*"2Du, Dv) + (bDu,v) + (cu,v) =0 for all v € H*/?(I).

According to [18, Section 3], the bilinear form on the left-hand side of this formulation is elliptic
on H®/>(I). We conclude that u = 0 and hence ¢ = 0. Then, & = 0 and = 0 follow
immediately. O

3.1 Analysis of the adjoint problem

Lemma 10. For F € Ly(I) and G € H=*/2(I), there exists a solution T € H'(I), v € H*2(I)
of

Dr+cw=F (19)
T+ DDy by =G
such that
vl grorzcry + Ty S N E Loy + 1Gl pi-arz - (20)

Proof. Consider the variational formulation to find v € H*/ 2(I) such that

(Dv, DY 2D¢) + (bv, Do) + (cv,¢) = (F,¢) — (DG, ¢) for all ¢ € H?(I).

According to [18, Section. 3|, the bilinear form of this formulation is elliptic on H*/2(I). The lin-
ear functional on the right-hand side is bounded in H*/2(I) with constant I F | 2oy Gl ra-erz )

Hence, there exists a unique solution v € H/ 2(I) which satisfies
[0l garzry S N Loy + Gl ri-arzry
Now define 7 := —D@2*Dy — bu + G. A priori, 7 € H'=*/2(I), but the definition of v shows
(1,D¢) = (cv — F,¢) forall ¢ € C5°(I).
Hence, 7 € H'(I) and Dt = F — cv. The bounds on 7 follow immediately. O

10



Lemma 11. Suppose that 7 € HY(T) and v € H*?(T) fulfill

Drt+cv=0 (21a)
7+ DO2* Dy 4 by = 0, (21Db)

on I. Then

Irllez oy + [0l oz S NP2 (1[0]] + (7)) -

Proof. We proceed in three steps.

Step 1: Let ¢ € I;Ta/2(1) be the unique variational solution of —DD®~2D1) + bD1) + ctp = —w,
cf. [18, Section 3|, i.e.,

(DY2Dyp, Dg) + (bDY, ) + (e, ¢) = —(v,¢)  for all ¢ € HY/?(I),

so that H¢||ﬁa/2(1) S vl 2y ry- Due to Lemma 5 and o — 2 < /2 — 1, it holds

1D 2Dl oy S UDVl ey S 1Dl oz S 1l osegry S Wolzany (22)

The equation solved by 1 implies that the distributional derivative of D®~2D1) is given by
DD 2Dt = bDvp + eip + v € H*>1(I), such that D* 2Dy € H*/?(I). Using Lemma 4, we
see

D 2D yasoiry S IDD* 2Dl yaje-i gy = 16DV + et + 0| grasa—1py (23)
<10l geragry + llan S I0lla.

We may also integrate by parts and use (21) to obtain

(v,0) = ~(D*72Dy, Dyv) — (bD¥,v) = (ey,v) + (D* 7Dy, [v])
= (DY, =D *Drv —bv — 7) + (4, [7]) + (D Dy, [o])
= (. [r]) +(D*7* Dy, [v]).

Lemma 2, eq. (10), estimates (22), (23), and stability of ¢ yield
lol7, 0y S N2 () + 101D ol rase oy (24)
Step 2: Piecewise integration by parts shows

(D7 (bv),v) = (vDb,v) + (bDyv,v)
= (vDb,v) = (v, D7 (bv)) = ([v], {bv}) = ({v}, [bv]),

11



which gives
(D7 (bv),v) = (vDb/2,v) —1/2([v] , {bv}) — 1/2({v}, [bv]). (25)

Now we multiply (21a) with v and insert (21b) as well as (25). Then, as D(*=2*Drv € H*/?(T)
by (21b), integration by parts gives

0 = (D7v,D* ?Dyv) + (v(c — Db/2),v)
+ (D2 Do) {v}) + (DD Dro}, o]) + 1/2([0], {bv}) + 1/2({v}, [bo])

As ¢—Db/2 > 0 and D2 is elliptic in H*/?>~1(T) due to Lemma 6, we obtain with the triangle
inequality

1DVl arz-1 ¢y S KL Ao+ ({7}, )|+ K], {bo})] + [{[bo], {v})].

All terms on the right-hand side of this inequality are treated with Lemma 2, eq. (10). For the
second term, we additionally use Lemma 3 and (21a) and get

({3 D] S N2l - 1)L S N2 ol o [l + N[ - 1[e]]
S N2l 0] + N2 ([oll ooy - [17]]-
We conclude that
oerary S ID70ers sy S N2 U]+ ) ol o (26)
where we have used Lemma 4 for the first estimate. Adding (24) and (26) and dividing by
0[] grar2 (7 gives
ollgra/2¢ry S N2 (7] + [[]]) - (27)

Step 3: It remains to show the bound for 7. As 7 € La(I), we can write 7 = Dt + ¢ with
¢ € H'(I) and t € R such that ||| g1y + [t S 7], Integration by parts, identities (21),
Lemma 2 eq. (10), and Cauchy-Schwarz show

(r7) = (0,4) + {[7],4) = (D D*Drrv + b, )
< (Iellzac + N2 + (D2 Dro, 1)) 7l g

For the last term, we use (D 21)(x) = 227%/T(2 — a + 1), cf. [37, Section 2.5, and integration
by parts to compute

(28)

([v],2*~)
r2-a+1) (29)
S Nollgarzry + N2 [0

(D2 Drv,1) = —(v,2'%) +

Here, the last estimate follows by direct computation. Combining the estimates (28), (29),
and (27), we obtain

Irllary S N2 (11 + 111D -
An estimate for D77 is obtained from (21a) and (27). This concludes the proof. O

12



4 Numerical Examples

4.1 Discretization and approximate optimal test functions

Let us briefly fix some notation: We consider the discrete subspace
Unp(T) :=UP(T) x UYT) x RN xRV c U,
where
UP(T) :={v € La(I) : v|r is polynomial of degree at most p VI € T}

is the space of T-elementwise polynomials of degree p € Ny. Note that dim(Uyp(7)) = (p +
q+ 4)N. Given a basis {u; |j=1,...,dim(Unp(7))} of Unp(T), the optimal test functions
O(uj) € Vo (j=1,...,dim(Unp(T)) are computed by solving the problems

(O(uj),v)y, = bluj,v) forallveV,=H(T)x HY*(T). (30)

For v = (1,v),w = (p,w) € V, the V,-inner product is given by

(v, w)v, = (7,p)1 + (D77, Drp)r + (v, )1 + Y / / )W) = wy)) 4, 4,

_ 14+«
TeT ]w y‘

which induces our chosen local norm H’I)H%/a HTHHl(T + HvHH(X/2 (1) B Va. Since the definition

of the optimal test functions (30) involves the infinite-dimensional space V,, we approximate
On(uj) € Vo by Oq p(u;) € Vi (T) := U™(T) x U™(T) with m,n € Ny, i.e., instead of (30) we
solve for j =1,...,dim(Uyp(7)) the problem

(@mh(uj) ’Uk> = b(uj,vk) k= 1, . ,dim(Vhp(T)). (31)

The inner product (v,w)y, is computed analytically for functions v,w € V;,p(7). It is seen
immediately that choosing m and n too small in comparison with p and ¢ leads to a system
which is not well posed. This question is investigated in [21]. The authors show that in the case
of the Poisson equation in R% and p = ¢, using polynomial degrees n = m which are higher than
p + d is sufficient in order to obtain well-posedness and best approximation results. We point
out that the operators constructed in [21] are not applicable in our case. Altogether we have to
assemble the matrices B := (By;) and © := (@) with

Bkj = b(uj,vk) and ®k2 = <’ng,’le>Va,

where uw; and vy, j = 1,...,dim(Un, (7)), k = 1,...,dim(V;4p(7)), are the basis functions
described above. Note that ® has a sparse structure, whereas B contains a dense block cor-
responding to the discretization of the fractional integral operator. With the definition of the
right-hand side vector

fj:=L(v;) forall j=1,...,dim(Vyp(T))

13



the computation of the DPG solution (6) consists in solving the linear system
B'e 'Bx=BTe'f. (32)
An advantage of the DPG method is that, by design, we can evaluate the error in the energy

norm. We define the local contributions of the error in the energy norm on an element 7' € T,
est(T), as

est(T)" = > (f - Bx); (6~ !(f — Bx))
{j:vj| =0 for T'#T}

(33)

J
Then, with 7, € Vj,,, denoting the element corresponding to the vector O~ L(f — Bx) it holds

est’ = > est(T)> = (f - Bx)" (@ !(f — Bx)) = [Ir4|7,.. (34)
TeT
Let us discuss the convergence rates we can expect. Due to standard approximation results of

the Lo-orthogonal projection m, : Lo(I) — UP(T) we have

inf  N'2|lo = ol |l yaszpn < N2 o = 70,0 pyaya
ol €UP(T) o= Ol rarz-1y < lo = mpo || gare-1(r)

Sllo—mpoll,m S N_min(pH’S)HUHHs(I)
and

inf u— uy < N (gL g
ULPEUQ(T)H thLz(I) ~ H HH ()

According to Theorem 7, this yields
Hu o uthUa S est g N— min(g+1,p+1,7,s) (HUHHS(I) + HUHHT(I)) . (35)

Here, the fact that est can be included in this estimate in this way follows from Theorem 1. For
the numerical examples where the exact solution w = (o,u,,u) is known, we can compute the
exact error ||ul|y,. For this we define the quantities

err(un) = [u — unll 1,y (1),
err(op) == N2 |02 (0 — 03) | 1, )
err(dy) :== N™Y2|0 — ay),
err(cy,) := N~Y2|5 — 5y

Here, u are the evaluations of the function u at the interior nodes (i.e. without the endpoints of
the interval I = (0,1)) of the mesh 7 and & are the evaluations of D?~®Du at the nodes of 7.

We emphasize that the norms err(oy,), err(uy), and /(\3;1) to measure the error of approximations
to o, W, and @ are stronger than those contained in the norm |lul||y, on the left-hand side of (35).
However, the experiments show that we have optimal convergence rates also in these stronger
norms. We emphasize that we even have the rigorous error bound

lu — unplf, < est? < err(op)? + err(up)?.
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4.2 Example 1
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Figure 1: Experimental convergence rates for Example
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1 from Section 4.2. Uniform mesh refine-

We consider the following example, see also [18, Section 5, Example 2|: Let I = (0,1), o = 3/2,
b(x) := 1/2, ¢(z) := 1/2 for x € I and prescribe the exact solution u(x) = 2 — z3. Then, the

right-hand side is given by

() = -2

'3 —a)

%

o

+3
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Furthermore, straightforward calculations show

o(z) = Du = 2z — 322,
. _ I'(2) _ I'(3) .
D2a :D2aD —9 3a_3 4a.

o (@) YT — )" TG—a)
We consider uniform meshes on I with mesh-size h = 1/N and N = #7. Figure 1 shows
results for different values of p,q,m,n. As u and o are both smooth, we expect from (35)
that est = O(N—mn(p+Latl)y  and the numerical experiments reflect this expectation. We
even see in the experiments the simultaneous approximation orders err(uy) = O(N~(@+1) and
err(op,) = O(N~P+D). The trace errors err(iy,) and err(Gy,) show higher convergence rates in
all cases. In the case p = 0,9 = 1,m = 2,n = 2 (upper right plot), est converges slightly faster
than err(op,) but slower than err(uy).

4.3 Example 2

For the next example we prescribe the exact solution u(z) = 2 — 2 with 1/2 < A\ < 3/2 on
I =(0,1), see also [18, Section 5, Example 3|. The right-hand side as well as o are given by

T(A+1) 1

_ « 11—«
A L P TeZ—_a)
o(z) = Du = \e*"1 — 1,
_ F'(A+1) N 1 _
Do 2D _ Al—a 2 a
RC e Y e TG—a)"

We have u € HM1/272(I) and o € H*~1/275(I) for all € > 0, and hence, due to 1/2 < \ < 3/2,
with a view to (35), we expect a convergence rate of est = O(N'/2}). However, with a view to
the norm || - ||y, , the expected rate, dictated by o in this case, would be O(N/2-A*+e/2=1)  This
is what we will see for uniform refinement. In order to regain the optimal convergence orders
O(N~min(p+1a+1)) e utilize an adaptive strategy where we use est(T') as local refinement
indicators and mark elements M C 7T according to Dorfler’s marking criterion

fest? < Z est(T)?, (36)
TeM

where we use 6§ = 0.4 and M is a set of minimal cardinality. Note that § = 1 means uniform
refinement, i.e., M = 7. Each marked element T € M is bisected such that local quasi-
uniformity
diam (7T
max ———~ () <2

1,177 diam(7")

TNT'#0
is preserved. Figure 2 shows est and the error quantities for the parameters

A=0.6, a=1.2.
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In the upper left plot the results for uniform refinement and p = ¢ = 0, n = m = 2 are given.
We observe the convergence rate est = Q(N1/2-Ae/2=1) — O(N-1/10) " Ag expected, also for
the separated error contributions, we observe reduced convergence rates. Adaptive refinement
recovers the optimal rate O(N~™P+L4+1) a5 is seen in the three remaining plots. As in
Example 4.2, we see that the traces even have better convergence rates.

4.4 Example 3

In the last experiment we set f(z) :=log(z) for z € I = (0,1) and note that f € La(I). For this
right-hand side we do not know the explicit form of the solution u. Therefore, we only plot the
error in the energy norm est for different values of p, q, m,n and «, respectively. Throughout, we
set p = q as well as m =n = p+ 2. Figure 3 shows the error in the energy norm est for « = 1.6
(left) and o = 1.8 (right). We compare uniform refinement ( = 1) and adaptive refinement
with 8 = 0.4 for p = ¢ = 0. Moreover, we plot the results in the adaptive case with p = ¢ = 1
resp. p = q¢ = 2. We observe that for adaptive refinement we obtain convergence rates p+1, i.e.,
est = O(N~(P+D) whereas for uniform refinement we get only the suboptimal rate a/2 — 1/2.
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Figure 2: Experimental convergence rates for Example 2 from Section 4.3. Uniform mesh refine-
ment (upper left) and adaptive mesh refinement (upper right and below).
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