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Suppose that A = [a1,a3,...,4ap] is an n x n matrix. For any
b e R", we define

-,

A,(b) = [a_i, 000y a,-l'l, E, 3,11, 500 37,]
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DEFINITION

Suppose that A = [a1,a3,...,4ap] is an n x n matrix. For any
b € R", we define

Ai(b) =[ai,...,a21,b,ai51, ..., 4.

THEOREM (CRAMER’S RULE)

Suppose that A is an n X n invertible matrix. For any b € R", the
unique solution to AX = b has entries given by

-,

__ det(Ai(b))
X; = T(A)'
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PROOF.

We have

Kevin James MTHSC 3110 Section 3.3 — Cramer’s Rule



PROOF.

We have

A-li(X) = [Ael,Aé,. .. Ae 1, AX, Aeil1,. .., Aéy]
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PROOF.

We have

A-li(X) = [Ael,Aé,. .. Ae 1, AX, Aeil1,. .., Aéy]

= la1,...,a71,b,a31, ..., an]
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PROOF.

We have

A-li(X) = [Ael,Aé,. .. Ae 1, AX, Aeil1,. .., Aéy]
[41,...,ai21,b,ai71,- .., ap]

-,

= A(b).
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PROOF.

We have
A-li(X) = [Ael,Aé,. .. Ae 1, AX, Aeil1,. .., Aéy]
= [a_i,...,a,-'_'l,[;, 311, ---,dn)
= Ai(b).

So, we have det(A) det(/;(X)) = det(A;(b)).
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We have
A-li(X) = [Ael,Aé,. .. Ae 1, AX, Aeil1,. .., Aéy]
= [a_ia"'7ai115573i115"'7a77]
= Ai(b).

So, we have det(A) det(/;(X)) = det(A;(b)).

Since A is invertible, we may write det(/;(X)) = de;gf‘(f‘)))
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We have
A-li(X) = [Ael,Aé,. .. Ae 1, AX, Aeil1,. .., Aéy]
= [a_ia"'7ai115573i115"'7a77]
= Ai(b).

So, we have det(A) det(/;(X)) = det(A;(b)).

Since A is invertible, we may write det(/;(X)

det(A)

) = det(A;(b))
The theorem follows from noticing that det(/;(X)) = x;.
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PROOF.
We have

A-li(X) = [Ael,Aé,. .. Ae 1, AX, Aeil1,. .., Aéy]

= [a_ia"'7ai115573i115"'7a77]
= Ai(b).
So, we have det(A) det(/;(X)) = det(A;(b)).

Since A is invertible, we may write det(/;(X)) = de;(;\(,—/gt)?))

The theorem follows from noticing that det(/;(X)) = x;.
To see this, compute det(/;(X)) by expanding by cofactors along
the ith row. [
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Use Cramer's rule to solve AX = b where A = < 2 -1 ) and

3 4

5=(4§).
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EXAMPLE

Use Cramer's rule to solve AX = b where A = < £ ) and

3 4
- 3
5-(2)

EXAMPLE
Consider the linear system

| A

dsxy + 2xp = 1
5x1 + x = -1

For which s is there a unique solution. For such s describe the
solution.

A\
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DEFINITION

Suppose that A is an n X n matrix. We define the n x n adjoint of

A as
Gi C1 ... Cu
Adi(A) — Co G ... Cp
Cin Gon o Cm
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DEFINITION

Suppose that A is an n X n matrix. We define the n x n adjoint of
A as

Gi C1 ... Cu

Co G ... (@

Adj(A) = C !
Cn Gn ... Cun
=
B Gr G ... Gy

Cnl Cn2 C.nn

where C;j = (—1)/™ det(A;).
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Suppose that A is an invertible n X n matrix. Then,

= ——Adj(A).
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THEOREM

Suppose that A is an invertible n X n matrix. Then,
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THEOREM

Suppose that A is an invertible n X n matrix. Then,

11
~ det(A)

PROOF.

Adj(A).

Ol

a b o R d —b
IfA—(C d>,thenAdJ(A)—<_C a>'
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Compute Adj(A) and A~ where A =

1 00
2 30
3 21

Kevin James MTHSC 3110 Section 3.3 — Cramer’s Rule



THEOREM

@ /f A is a2 x 2 matrix, then the area of the parallelogram
determined by its columns (-i.e. having vertices at O at at the
columns of A) is | det(A)].

® If A is a 3 x 3 matrix, then the volume of the parallelepiped
determined by its columns is | det(A)|.
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THEOREM

@ /f A is a2 x 2 matrix, then the area of the parallelogram
determined by its columns (-i.e. having vertices at O at at the
columns of A) is | det(A)].

® If A is a 3 x 3 matrix, then the volume of the parallelepiped
determined by its columns is | det(A)|.

THEOREM

O Let T : R?2 — R? be a linear transformation with 2 x 2 matrix
A. If S is a parallelogram in R2, then
Area(T(S)) = |det(A)|Area(S).

® If T :R3 — R3, is a linear transformation and S is a
parallelepiped, then Vol( T(S)) = | det(A)|Vol(S).
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THEOREM

@ /f A is a2 x 2 matrix, then the area of the parallelogram
determined by its columns (-i.e. having vertices at O at at the
columns of A) is | det(A)].

® If A is a 3 x 3 matrix, then the volume of the parallelepiped
determined by its columns is | det(A)|.

| A

THEOREM

O Let T : R?2 — R? be a linear transformation with 2 x 2 matrix
A. If S is a parallelogram in R2, then
Area(T(S)) = |det(A)|Area(S).

® If T :R3 — R3, is a linear transformation and S is a
parallelepiped, then Vol( T(S)) = | det(A)|Vol(S).

The result of theorem 10, holds for any region S of R? for R3.
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Suppose that a, b € N. Find the area bounded by the ellipse
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