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Abstract. We prove a consequence of Maeda’s conjecture that an eigenform is a factor
of a cuspidal eigenform only when it is forced to be for dimension consideration. A similar
result for Eisenstein series is also shown. We then relate the factorization of eigenforms to
linear independence of Rankin-Selberg L-values.

1. Preliminaries

We would like to consider some problems on factoring eigenforms in full level, Γ = SL2(Z).
It is known that there is a basis of eigenforms for a modular space or modular cusp space,
and that by basic linear algebra they are orthogonal under the Petersson inner product, as
their eigenvalues are different. In this paper we shall consider some questions and cases for
the situation h = fg where h is a normalized eigenform. Several similar problems have been
considered in terms of products of eigenforms. In particular products of Eisenstein series
were invesigated in [11]. Independently [2] and [6] show that the product of two eigenforms is
an eigenform finitely many times. More generally [3] shows that the product of any number
of eigenforms is only an eigenform finitely many times. This paper further generalizes these
results.

Throughout this paper we will use {g1, ..., gb} as an eigenform basis for Swt(g), the space of
cuspforms of weight wt(g). Similarly let {h1, ..., hd} be a normalized eigenform basis for the
cuspidal space of weight wt(h). Because h can be assumed to be fixed, we will (sometimes)
also denote the Hecke operator Tn,wt(h) on Swt(h) by Tn. We use the following definition for
an Eisenstein series.

Definition 1.1. The weight k Eisenstein series is the modular form given by

Ek(z) = 1− 2k

Bk

∞∑
n=1

σk−1(n)qn,

where Bk is the kth Bernoulli number and σk−1(n) =
∑

d|n d
k−1.

See [10] for more detail on Ek(z). In this paper we will investigate the possibility of factoring
the eigenform h as h = fg with one of f, g an eigenform. There are three possible cases with
h and f eigenforms:

(1) h and f are cuspidal eigenforms
(2) h is a cuspidal eigenform, f is a noncuspidal eigenform, i.e. f is an Eisenstein series.
(3) h and f are noncuspidal eigenforms, i.e. both f and g are Eisenstein series.
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Toward this end we will first give some general lemmas.

Definition 1.2. Let F ⊆ C be a subfield. A subspace of S ⊆ Sm is said to be F-rational if it
is stable under the Galois action: σ(S) = S for all σ ∈ Gal(C/F). Here an automorphism σ
acts on modular forms through their Fourier coefficients.

The following is our F-rational subspace lemma.

Lemma 1.3. If a proper F-rational subspace S of Sm contains an eigenform, then Tn,m(x),
the characteristic polynomial of Tn,m, is reducible over F for all n.

Proof. Let S ⊂ Sm be a proper F-rational subspace containing an eigenform h ∈ S. Then
define

R := 〈σ(h)|σ ∈ Gal(C/F)〉C ≤ S

which is an F-rational subspace.

Then Sm = R ⊕ R⊥, both of which are stable under Hecke operators because they have
eigenform bases. Denote Tn,m(x) as the characteristic polynomial of Tn,m and Tn,m|R(x) as
the restriction of Tn,m(x) to R.

Thus Tn,m(x) = Tn,m|R(x) · Tn,m|R⊥(x).

The roots of Tn,m|R(x) are permuted by σ ∈ Gal(C/F) because σ(Tn,m|R(x)) = Tn,m|R(x);
thus Tn,m|R(x) has coefficients in F.

Hence Tn,m|R⊥(x) also has F-rational coefficients, and so we have that Tn,m(x) is reducible
over F. �

Corollary 1.4. If for some n, Tn,m(x) is irreducible over F, then no proper F-rational
subspace of Sm can contain an eigenform.

We give a remark on the irreducibility assumption of Tn,m(x) over F. If [F : Q] ≥ dim(Sm),
then it could be the case that Tn,m(x) is reducible over F, in particular if F is the splitting
field of Tn(x). This will not cause us great chagrin because we will only be interested in fields
of small degree. In this case Maeda’s conjecture implies the irreducibility of all Tn,m(x). See
section 6.

2. f is a cuspidal eigenform

In this section we will see when there is a factorization h = fg with both h and f cuspidal
eigenforms. We will need to separate out the following cases for the theorem. We find by
dimension computation [10] that dim(Swt(h)) = dim(Mwt(g)) with f cuspidal only as in the
following lemma.
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Lemma 2.1. One has dim(Swt(h)) = dim(Mwt(g)) in and only in the following cases.

wt(f) = 12, wt(g) ≡ 4, 6, 8, 10, 12, 14 mod (12)

wt(f) = 16, wt(g) ≡ 4, 6, 10, 12 mod (12)

wt(f) = 18, wt(g) ≡ 4, 8, 12 mod (12)

wt(f) = 20, wt(g) ≡ 6, 12 mod (12)

wt(f) = 22, wt(g) ≡ 4, 12 mod (12)

wt(f) = 26, wt(g) ≡ 12 mod (12)

The case that dim(Swt(f)) = dim(Swt(h)) is subsumed in the above because this is the case
where dim(Mwt(g)) = 1, and so h = fEwt(h)−wt(f) is a factorization into eigenforms which
occurs only finitely many times, in particular when dim(Swt(h)) = dim(Mwt(g)) = 1. Here
Mn denotes the space of modular forms of weight n. In all these cases it turns out that f is
from a dimension one space.

We will use the above lemma and the following definition in the first theorem.

Definition 2.2. Given a normalized eigenform f , let Ff denote the field containing its
fourier coefficients. In particular, if f =

∑
anq

n then Ff = Q(a0, a1, a2, ...).

Note that Ff/Q is a finite extension and has dim(Ff ) ≤ dim(Swt(f)). See [12] for more
information on these spaces.

Theorem 2.3. If for some n, Tn(x) is irreducible over every field F of degree less than
d = dim(Swt(h)), then a cuspidal eigenform h ∈ Swt(h) can be factored as h = fg with f a
cuspidal eigenform and g a modular form if and only if dim(Swt(h)) = dim(Mwt(g)).These are
precisely the cases in lemma 2.1.

Proof. Suppose that we are not in the cases given in lemma 2.1. That is dim(Swt(h)) >

dim(Mwt(g)). Consider the space fMwt(g) =
〈
fEwt(g), fg1, fg2, ..., fgu

〉
. By construction this

is a Ff -rational subspace of Swt(h) of dimension dim(Mwt(g)). If dim(Swt(h)) > dim(Mwt(g)),
it is a proper Ff -rational subspace of Swt(h). On the other hand, this space contains an
eigenform fg. Hence by lemma 1.3 we know that Tn(x) is reducible over Ff for all n. This
contradicts the premises because [Ff : Q] < dim(Swt(f)) < d, and we have just factored Tn(x)
over Ff .

In the other case, where dim(Swt(h)) = dim(Mwt(g)), by comparing the weights f must be
of weight 4, 6, ..., 22, 26. Because f is cuspidal we must have dim(Swt(f)) ≥ 1 and so in fact
dim(Swt(f)) = 1. In these cases we can use linear algebra to construct a factorization h = fg.
In theory one can notice that fMwt(g) ⊂ Swt(h) and is of the same dimension, and so such a
construction must exist. In practice one may write g as a linear combination of a triangular
basis meaning that the nth basis element has the first n−1 Fourier coefficients equal to zero.
This allows one to use the coefficient of the nth basis element to determine the nth Fourier
coefficient in the product fg. Because the dimensions are equal, there are just enough basis
elements to construct a product fg equal to h. �
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Note that if dim(Swt(h)) = 1, then the above reduces into the cases that are treated in [6]
and [2].

Corollary 2.4. If for some n, Tn(x) is irreducible over every field F of degree less than d
and h = fg with h and f cuspidal eigenforms, then f comes from one a dimensional space,
i.e. wt(f) = 12, 16, 18, 20, 22, 26.

In theorem 2.3 we have assumed that Tn(x) is irreducible over every field of degree less than
d. If [Ff : Q] = dim(Swt(h)) then Tn(x) could potentially be reducible over Ff . However,
from the fact that [Ff : Q] ≤ dim(Swt(f)) this does not happen often, as we would need
dim(Swt(f)) = dim(Swt(h)) which happens only finitely many times (in fact 17 times) because
this forces dim(Mwt(g)) = 1 and so all three of f, g, h are eigenforms. Otherwise, we have
[Ff : Q] < dim(Swt(h)) in which case we have reason to believe that Tn is irreducible from
Maeda’s conjecture, see section 6.

3. f is an Eisenstein series

In this section we will see when there is a factorization h = fg with h a cuspidal eigenform,
and f a non-cuspidal eigenform, i.e. an Eisenstein series. We will need to separate out the
following cases for the theorem. Using the dimension formula [10] we get the following.

Lemma 3.1. One has dim(Swt(h)) = dim(Swt(g)) in and only in the following cases:

wt(f) = 4, wt(g) ≡ 0, 4, 6, 10 mod (12)

wt(f) = 6, wt(g) ≡ 0, 4, 8 mod (12)

wt(f) = 8, wt(g) ≡ 0, 6 mod (12)

wt(f) = 10, wt(g) ≡ 0, 4 mod (12)

wt(f) = 14, wt(g) ≡ 0 mod (12)

Theorem 3.2. If for some n, Tn(x) is irreducible over Q, then a cuspidal eigenform h ∈
Swt(h) can be factored as h = fg where f is an Eisenstein series, g is a modular form if and
only if dim(Swt(h)) = dim(Swt(g)). These are precisely the cases in lemma 3.1.

Proof. Suppose that we are not in the cases given in lemma 3.1, i.e. dim(Swh(t)) > dim(Swt(g)).
Let fSwt(g) = 〈fg1, fg2, ..., fgu〉. As f has rational coefficients, this is a Q-rational subspace
of Swt(h). As dim(Swt(h)) > dim(Swt(g)), in a similar manner as the proof of theorem 2.3 we
find that Tn(x) is reducible over Q for all n.

In the cases of lemma 3.1 where dim(Swt(h)) = dim(Swt(g)) we can use linear algebra to
construct a factorization h = fg: write g as a linear combination of basis elements, and
solve for the coefficients using the Fourier expansion of h, similar to the argument used in
the proof of theorem 2.3. �

If dim(Swt(h)) = 1, then the above reduces to the cases that are given in [2] and [6].

Corollary 3.3. Suppose for some n, Tn(x) = Tn,wt(h)(x) is irreducible over Q. Then, Es

divides the cuspidal eigenform h if and only if dim(Ms) = 1, i.e. s = 4, 6, 8, 10, 14.
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4. h is an Eisenstein series

In this section we will see when there is a factorization h = fg with h and f noncuspidal
eigenforms, that is, Eisenstein series. In particular we are investigating Ek = Esg; we will
need to separate out the following cases for the theorem. Denote l = wt(g) = k − s. Direct
dimension computation gives:

Lemma 4.1. One has dim(Mk) = dim(Ml) in and only in the following cases:

s = 4, l ≡ 0, 4, 6, 10 mod (12)

s = 6, l ≡ 0, 4, 8 mod (12)

s = 8, l ≡ 0, 6 mod (12)

s = 10, l ≡ 0, 4 mod (12)

s = 14, l ≡ 0 mod (12)

We will also need to define an auxiliary polynomial ϕr.

Definition 4.2. Let ϕr =
∏

(x−ji), where the product runs over all the j-zeros of Er except
for 0 and 1728. (Under the j-mapping i and ρ correspond to 0 and 1728 respectively).

Note that ϕr is monic with rational coefficients. See [5] for more information on this function.

In this case our main result can now be presented.

Theorem 4.3. If ϕk is irreducible over Q, then Es divides Ek when and only when dim(Mk) =
dim(Ml). These are precisely the cases in lemma 4.1.

Proof. If Ek = Esg, then ϕs divides ϕk. Because ϕk is irreducible, this means that either ϕs

is a constant, or ϕs is a constant multiple of ϕk. Because the degree of ϕr equals dim(Sr)
[5], this means that either dim(Ms) = 1 or dim(Ms) = dim(Mk).

If dim(Ms) = dim(Mk), then dim(Ml) = 1, so that we have a factorization of an Eisenstein
series as two Eisenstein series. By [2] and [6] this can occur only finitely many times, in
which case dim(Ms) = 1. Hence if Ek = Esg, then dim(Ms) = 1.

Now suppose dim(Ms) = 1. We then see that dim(Mk) = dim(Ml) because each are one more
than the degree of Ek and g respectively. Altogether if Ek = Esg then dim(Mk) = dim(Ml).

Conversely if dim(Mk) = dim(Ml) then we can use linear algebra to construct a noncuspidal
g such that Ek = Esg by writing g in terms of basis elements of dim(Ml) and using the
Fourier expansion of h, similar to the argument used in the proof of theorem 2.3. �

We have reason to believe that ϕk is irreducible, as commented upon in [5] and verified for
weights less than 700. Later we verified that ϕr is irreducible for weights up to 1500. See
section 6.
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5. Relationship to L-values

In this section we investigate the relationship between the above factorizations and Rankin
Selberg L-values. Here we consider the second case that f = Es. In particular, we are
investigating h = Esg. As before we let {h1, ..., hd} be a normalized eigenform basis for the
cuspidal space of weight wt(h).

We will translate the result of theorem 3.2 into an equivalent theorem regarding Rankin-
Selberg L-values. We know that 〈hj, hi〉 = 0 for i = 1, 2, ..., j − 1, j + 1, ..., d which gives us
d− 1 orthogonality constraints. Suppose we have

c1〈Esg1, hi〉+ · · ·+ cb〈Esgb, hi〉 = 〈h1, hi〉 = 0.

The Rankin-Selberg method of inner products can be expressed as, with k = wt(g),

〈f, Esg〉 = (4π)−s+k−1Γ(s+ k − 1)
∑
n≥1

anbn
ns+k−1 = (4π)−s+k−1Γ(s+ k − 1)L(f × g, s)

See [1] for more information. In our case, if we divide by the factor (4π)−wt(h)−1(wt(h)− 1)!
we obtain

c1L(g1, hi) + · · ·+ cbL(gb, hi) = 0

where for normalized cuspidal eigenforms g =
∑∞

i=1 aiq
i, h =

∑∞
i=1 biq

i we used the notation

L (g, h) := L(g × h,wt(h)− 1) =
∞∑
i=1

aibi
iwt(h)−1 .

In particular we have another set of linear equations. Express the coefficients in vector form:

(5.1)





L(g1, h1)
...

L(g1, hj−1)
L(g1, hj+1)

...
L(g1, hd)


, ...,



L(gb, h1)
...

L(gb, hj−1)
L(gb, hj+1)

...
L(gb, hd)




Proposition 5.2. Assume that for some n, Tn(x) is irreducible over every field F ⊆ C
of degree less than d. Then for d > b, the vectors of L values given in (5.1) are linearly
independent over C, and when for d = b there is a single dependency relation.

An easier form to deal with these L-values is in the following matrix.

(5.3)



L(g1, h1) · · · L(gb, h1)
...

. . .
...

L(g1, hj−1) · · · L(gb, hj−1)
L(g1, hj+1) · · · L(gb, hj+1)

...
. . .

...
L(g1, hd) · · · L(gb, hd)


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We will want to use an easier version, when i = 1:

(5.4)

L(g1, h2) · · · L(gb, h2)
...

. . .
...

L(g1, hd) · · · L(gb, hd)


Proposition 5.5. Assume that for some n, Tn(x) is irreducible over all subfields F ⊆ C of
degree less than d. Then the matrix given in (5.3) is of full rank.

Proof. First prop 5.2 and prop 5.5 are via basic linear algebra merely different ways of stating
the same claim.

Assume that for some n, Tn(x) is irreducible over all fields of degree less than d. So we can
apply theorem 3.2. There are two cases.

Case d > b: Suppose there is a solution [c1, ..., cb]
T to the matrix equation L−→x =

−→
0 . We

must show that [c1, ..., cb]
T =
−→
0 . We have:

c1L(g1, hi) + · · ·+ cbL(gb, hi) = 0.

By using the Rankin-Selberg method and denoting g := c1Esg1+· · · cbEsgb we have 〈g, hi〉 = 0
for i = 2, ..., d. Hence g is orthogonal to each of h2, h3, ..., hd. Hence by linear algebra
Esg = ch1. By the assumption, this cannot occur nontrivially, and so g = 0 and c = 0. In
particular, c1 = · · · = cb = 0.

Case d = b: Because L is underdetermined there clearly are nonzero solutions. We must
show that there is only one linearly independent solution. Suppose there are two solutions

[c1, ..., cb]
T and [c′1, ..., c

′
b]
T to the matrix equation L−→x =

−→
0 . Similar to before we construct

g := c1Esg1 + · · · cbEsgb and g′ := c′1Esg1 + · · · c′bEsgb which satisfy, respectively, Esg = ch1,
Esg

′ = c′h1 for some c, c′ ∈ C. By assumption g and g′ are scalar multiples of each other.
Hence c and c′ are linearly dependent.

�

6. Conclusions and Maeda’s Conjecture

On the positive side of factorization of cuspidal eigenforms, we have the following.

Proposition 6.1. There are infinitely many examples of cuspidal non-eigenforms g such
that Esg is a cuspidal eigenform.

Proof. From lemma 3.1 we see that there are twelve infinite classes such as E4g with wt(g) =
24 such that the matrix (5.3) is underdetermined. That is, the dimension of the solution
space is 1, so that we see that there is a cuspform g such that Esg is an eigenform. From
the proof of prop 5.5 we see that g is not an eigenform for b > 1 because at least two of the
ci must be nonzero. �

Now that we know there are many equations of the form Esg = h with h an eigenform, we
present an example of one such case.
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Example 6.2. As an example of a nontrivial factorization, consider that for both weight 28
cusp eigenforms h1, h2, there are weight 24 cusp non-eigenform f1, f2 so that E4f1 = h1 and
E4f2 = h2. (Note also that this is the smallest such example - in all smaller cases it turns
out that fi is an eigenform - which are actually the cases presented in [2], and [6].)Working
this out, we find that

E4(aE12∆ + b∆2) = cE16∆ + dE4∆
2

where the right hand side above is an eigenform, and the parenthesized factor on the left is
not. These numbers are given in the table below

a 1

b −3075516
691

− 108
√

18209
c 1

d −14903892
3617

− 108
√

18209

So we know that as long as some Hecke operator Tn is irreducible over all fields F of degree
less than d, then a cuspidal eigenform can be factored only in the cases in lemma 2.1 and
lemma 3.1. We have reason to believe that this is a sound assumption. In particular, we
have the following conjecture due to Maeda.

Conjecture 6.3 (Maeda). The Hecke algebra over Q of Sm(SL2(Z)) is simple (that is, a
single number field) whose Galois closure over Q has Galois group isomorphic to a symmetric
group Sn (with n = dimSm(SL2(Z))).

This conjecture appeared in [7], and in the same paper was verified for weights less than 469.
Later it was verified up to weight 2000 [4] and weight 3000 [9].

By the following proposition Maeda’s conjecture implies that Tn,m(x) is irreducible over all
fields F with [F : Q] < dim(Sm), which was used as an assumption in theorem 2.3.

Proposition 6.4. Let P (x) ∈ Q[x] be a degree d polynomial. Let KP be its splitting field.
Assume [KP : Q] = d!, i.e., Gal(KP/Q) ∼= Sd. If P factors over K, then [K : Q] ≥ d.

Proof. Suppose P is reducible over K and [K : Q] < d. Write P = QR, where Q,R ∈
K[x] are polynomials of degrees d1, d2 and have splitting fields KQ, KR respectively. Then
d1 + d2 = d.

Write m := [KQ : K], n := [KR : K]. Then

d1!d2! ≥ mn ≥ [KQKR : K] ≥ [KP : K] > (d− 1)!,

which occurs if and only if d1 = 0 or d2 = 0. Hence one of Q or R is a constant, so that P
is irreducible over K.

�

Let us now synthesize theorems 2.3 and 3.2 with Maeda’s conjecture.

Theorem 6.5. Maeda’s conjecture implies that an eigenform is a factor of another cuspidal
eigenform precisely in cases listed in lemma 2.1 and lemma 3.1.
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As a final note, consider that Maeda’s conjecture has been verified in [7] for weights less
than 469, in [4] for weights up to 2000 and in [9] for weights up to 3000. The irreducibility
of ϕr has been verified in [5] up to weight 700, and by our own computations up to weight
1500. This means that our theorems are unconditionally true for these weights.

As a final remark on our computations concerning ϕr, we used an equation presented in [8]
which gives an equality:

Er

Ea
4E

b
6∆

c
= ϕr(j(τ)),

where 4a + 6b + 12c = r, with 0 ≤ a ≤ 2, 0 ≤ b ≤ 1. We then computed f modulo small
primes p and in each case found a prime p such that ϕr is irreducible. There is no reason
other than runtime that the highest weight computed was 1500.
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