
TRIVIAL SELMER GROUPS AND
EVEN PARTITIONS OF A GRAPH

Abstract. For a square-free number n = p1p2 . . . pk Feng and Xiong in [FX] give a way
to construct a corresponding graph on k-vertices and then give necessary and sufficient
conditions on these graphs for the integers n to determine when the elliptic curve En : y2 =
x3−n2x has trivial 2-Selmer groups. These conditions involve understanding when a graph
is even. In this note we give a substantial understanding when graphs are even. Our main
results count the number of square-free n less than X such that the 2-Selmer groups are
trivial (Sn = {1} and S′n = {±1,±n}).

1. Introduction

Let n be a square free integer then n is a congruent number if it is the area of a rational
right triangle. For example, 6 is a congruent number since it is the area of the right triangle
with side lengths 3, 4, and 5. Also, 3 is a congruent number since 3 is the area of the right
triangle with side lengths 3/2, 4/2, and 5/2. Determining what n are congruent numbers is
an old problem studied by many mathematicians. In [K] it is shown that n is a noncongruent
number if and only if the rank of the group En(Q) of rational points on the elliptic curve
En : y2 = x3 − n2x is zero. Furthermore, it is known that if the 2-Selmer groups are
Sn = Sel2(En(Q)) = {1} and S ′n = Sel2(E

′
n(Q)) = {±1,±n} then the rank of the curve En

is zero. Hence n is a noncongruent number if the 2-Selmer groups are trivial. Feng and Xiong
give in graph theory language necessary and sufficient conditions for the 2-Selmer groups of
En to have this form.

To solve the problem of when the elliptic curves En : y2 = x3 − n2x have trivial Selmer
groups Feng and Xiong in [FX] introduce the idea of an even partition of a graph. If G is a
graph on k vertices with edge set E and vertex set V , then a partition of G is a pair of sets S
and T such that S ∩ T = ∅ and S ∪ T = V . (Furthermore, we consider the partitions (S, T )
and (T, S) to be the same partition.) Additionally, we say that a vertex v is a neighbor of
w if −→wv ∈ E(G). A partition (S, T ) is even if all v ∈ S have an even number of neighbors in
T and all v ∈ T have an even number of neighbors in S. For example, the partition (G, ∅)
is always an even partition. We call this the trivial partition. The graph G is called even if
there is a nontrivial even partition of its vertices and it is it odd if there is only the trivial
even partition of its vertices.

1.1. Some Examples. There are many examples of odd and even graphs. It is easy to see
that if G is a disconnected graph then the partition of the vertices into seperate disconnected
components is an even partition. Therefore, all disconnected graphs are even. On the other
hand, there exist many connected graphs that are also even. For example, the complete
graph on 4 vertices, K4, is an even graph. Consider the partition ({v1, v2}, {v3, v4}). This
partition is even since each vertex has two neighbors in the other set. In fact, K2n is an even
graph for all n. The partition ({v1, v2}, {v3, . . . , v2n}) is an even partition of K2n.
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On the other hand K2n+1 is an odd graph for all n ≥ 1. Let (S, T ) be an arbitrary
nontrivial partition of V (K2n+1). Then one of S or T must have an odd number of vertices
in it. Without loss of generality suppose S has an odd number of vertices in it. Then all
v ∈ T have an odd number of neighbors in S. Hence all no nontrivial partitions of K2n+1

are even. So K2n+1 is an odd graph.
Additionally all undirected cycles on an even number of vertices are even. Let C2n be a

cycle on 2n vertices v1, . . . , v2n with E(C2n) = {v1v2, . . . , v2nv1}. Let S = {v1, v3, . . . , v2n−1}
and T = {v2, v4, . . . , v2n}. Then every vertex in S is adjacent to exactly two vertices in T
and every vertex in T is adjacent to exactly two vertices in S.

In section 2 we discuss the results of Feng and Xiong. Once we understand what kinds
of graphs come up in their paper we begin our discussion of how many graphs are even and
when they are even how many even partitions they have. In section 4 we treat the very
general cases of directed graphs. We compute the probability, assuming each graph appears
with equal probability, that a graph on k vertices is odd. Furthermore, for any m we count
how many graphs on k vertices have exactly m even partitions.

While calculating the probability that a graph on k vertices is odd we assume that each
graph appears equally often. In section ?? we will prove that this is indeed what happens
for graphs that are derived from the congruent number curves. Finally we count the number
of square free integers n ≡ a( mod 8) less than X such that Sn = {1} and S ′n = {±1,±n}.
These results are presented section 6.

2. Congruent numbers and Selmer Groups

The next three theorems appear as Theorem 2.4, 2.5 and 2.6 in [FX]. We list them here
because the derived graphs that appear in each of the theorems will be the focus of this
paper.

Before we can state the theorems we will need to define a construction of a graph. For a
square-free integer n = p1 . . . pt define the directed graph G(n) by

V (G(n)) = {p1, . . . , pt} and E(G(n)) = {−−→pipj :

(
pi

pj

)
= −1, 1 ≤ i 6= j ≤ t}.

Theorem 2.1. Suppose that n ≡ ±3( mod 8). Then Sn = {1} and S ′n = {±1,±n} if and
only if the following three conditions are satisfied:
(i) n ≡ 3( mod 8)
(ii) n = p1 . . . pt, p1 ≡ 3( mod 4) and pj ≡ 1( mod 4) (2 ≤ j ≤ t).
(iii) G(n) is an odd graph.

Assuming the first two conditions, we see that at most one of the prime factors of n
is 3 modulo 4. Thus using the law of quadratic reciprocity, G(n) must be a non-directed
graph. Additionally by using the Dirichlet theorem on primes in an arithmetic progression
and induction on the number of primes, we can see that for any undirected graph G there
exist infinitely many n such that G(n) = G. We later show that not only does each graph
on k vertices appear infinitely often, but each graph appears with equal probability. More
precisely, if we consider all graphs derived from n < X, n ≡ 3( mod 4), and n has k prime
factors then as X tends to infinity each of the 2k graphs on k vertices occurs equally often
as the others.

In section 4 we give the probability that a graph on k vertices is an odd graph. In section
6 we apply this result to count the n ≡ 3( mod 8) that give trivial Selmer groups.
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For the case n ≡ ±1( mod 4) Feng and Xiong define a second graph G(−n). Let n =
p1 . . . ptq1 . . . qs where pj ≡ 1( mod 4) and qj ≡ 3( mod 4). The graph G(−n) is defined by

V (G(−n)) ={p1, . . . , pt, q1, . . . , qs}

E(G(−n)) ={pipj :

(
pj

pi

)
= −1, 1 ≤ i 6= j ≤ t}

∪ {−−→piqj :

(
qj

pi

)
= −1, 1 ≤ i ≤ t, 1 ≤ j ≤ s}

∪ {−−−→(−1)r : r ∈ {p1, . . . , pt, q1, . . . , qs}, r ≡ ±3( mod 8)}
Theorem 2.2. Suppose that n ≡ ±1( mod 8). Then Sn = {1} and S ′n = {±1,±n} if and
only if the following three conditions are satisfied:
(i) n ≡ 1( mod 8)
(ii) n has one of the following decompositions:

n =p1 . . . prP1 . . . PsQ1Q2;(2.1)

n =p1 . . . prP1 . . . Ptq1q2;(2.2)

n =p1 . . . prP1 . . . PlQ1q1;(2.3)

where pi ≡ 1, Pj ≡ 5, Qi ≡ 3, qj ≡ 7( mod 8) and

r ≥ 0, 2|s ≥ 0 2|t ≥ 2 2 - l ≥ 1.

(iii) G(−n) has only one non-trivial even partition, namely {−1} and V \ {−1}.
Again in the case of the each of the decomposition listed in the theorem we can use

Dirichlet’s theorem on primes in an arithmetic progression to show that each of the allowable
graphs appear infinitely often. This is done by first characterizing what the graphs for each
decomposition must look like and then using Dirichlet’s theorem showing that each of those
graphs must appear infinitely often.

In section 4 we show that every graph that can appear, appears equally likely. In section
6 we give the number of n such that G(−n) has exactly one non-trivial partition. Thus we
give the number of n ≡ ±1( mod 8) that have trivial 2-Selmer groups.

The final case to consider is when 2||n. In this case we define a third graph G′(n). Let
n = 2p1 . . . ptq1 . . . qs where pj ≡ 1( mod 4) and qj ≡ 3( mod 4). The graph G′(n) is defined
by

V (G′(n)) ={2, p1, . . . , pt, q1, . . . , qs}

E(G′(n)) ={pipj :

(
pj

pi

)
= −1, 1 ≤ i 6= j ≤ t}

∪ {−−→piqj :

(
qj

pi

)
= −1, 1 ≤ i ≤ t, 1 ≤ j ≤ s}

∪ {−−→(pi2 :

(
2

pi

)
= −1, 1 ≤ i ≤ t}

It is worth noting that
(

2
pi

)
= −1 if and only if pi ≡ 5( mod 8).

We now have the final of the three main theorems given in [FX]
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Theorem 2.3. Suppose that 2||n and n has the decomposition given above. Then Sn = {1}
and S ′n = {±1,±n} if and only if the graph G′(n) is odd. Furthermore, if Sn = {1} and
S ′n = {±1,±n} then s = 0 and there exists at least one i such that pi ≡ 5( mod 8).

Due to the second part of the theorem we only consider n such that n = 2p1 . . . pt where
each pj ≡ 1( mod 4). In section 4 we show that each graph appears equally likely. In section
6 for a fixed t we count the number of n such that En has trivial Selmer group.

3. Matrix Representations

In this section we determine the probability that a random graph is odd. To determine
whether or not a graph is even and also to count the number of odd graphs on n vertices it
will be useful to represent the graphs in terms of a matrix. The adjacency matrix is defined
by A(G) = (aij)1≤i,j≤k, where aij = 1 if −−→vivj ∈ E(G) and aij = 0 otherwise. For us it will
be more convenient to work with the Laplace matrix of G. The Laplace matrix is defined
by L(G) = (lij)1≤i,j≤k , where lij = aij if i 6= j and ljj = 1 if vj has an odd number of
neighbors and ljj = 0 if vj has an even number of neighbors. We could have also defined

ljj ≡
∑k

n=1 ajn ≡
∑

n 6=j ljn (mod 2).

It is worth noting that when the graph is undirected the matrices A(G) and L(G) are
symmetric.

The following Theorem allows us to use this matrix representation to tell whether or
not a partition is an even partition. Let (S, T ) be a partition. Then we define the vector
~v(S) = (gj)1≤j≤k by gj = 1 if vj /∈ S and gj = 0 if vj ∈ S.

Theorem 3.1. The partition (S, T ) of V (G) is even if and only if L(G)~v(S) = ~0.

Proof. Say b = L(G)~v(S) ∈ Zk
2 and b = (b1, . . . , bn). Then we have

bj =
k∑

i=1

gilji

=ljjgj +
k∑

i=1

giaji

=gj

k∑
i=1

aji +
k∑

i=1

giaji

=
k∑

i=1

(gi + gj)aji.

If vj /∈ S, then gj = 1 and we have bj =
∑k

i=1(gi + 1)aji. Since (gj + 1)aji = 1 if and only

if vi ∈ S and −−→vjvi ∈ E,
∑k

i=1(gi + 1)aji counts the number of neighbors of vj in S. So bj,
which is either 0 or 1, is 0 if and only if vj has an even number of vertices in S.

Similarly, if vj ∈ S, then gj = 0 and we have bj =
∑k

i=1 giaji. But,
∑k

i=1 giaji counts the
number of edges from vj to T , since giaji = 1 if and only if vi ∈ T and −−→vjvi ∈ E. So bj, is 0
if and only if there are an even number of edges from vj to T .

Since L(G)~v(S) = ~0 if and only if bj = 0 for each j, L(G)~v(S) = ~0 if and only if S is an
even partition. ¤
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Notice, the matrix L(G) is constructed so that the sum of its rows is 0. This fact in
combination with Theorem 3.1 gives us a proof that the trivial partition (G, ∅) is always
even. Furthermore, the rank of L(G) is at most k− 1, since the vector (1, 1, · · · , 1) is in the
nullspace.

With this condition we now have the following theorem which appears as Lemma 2.2 in
[FX]. We prove this theorem for completeness.

Theorem 3.2. Let G = (V,E) be a directed graph, k = |V | and r = rankZ2L(G). Then the
total number of even partitions of V is 2k−r−1. Particularly, G is an odd graph if and only
if r = k − 1.

In particular, we see that the number of even partitions must be a power of 2.
Recall that we counted the partitions (S, T ) and (T, S) as being the same partition, thus

we obtain 2k−r−1 in the previous theorem. Had we counted these partitions as distinct we
would obtain 2k−r partitions.

Proof. Since we consider (S, T ) and (T, S) to be the same partition there is a 2-to-1 corre-
spondence between the vectors in Zk

2 and the partitions of V (G). Namely, the two vectors
(g1, . . . , gk) and (g1 + 1, . . . , gk + 1) correspond to the partition (S, T ), where S = {vj : gj =
0, 1 ≤ j ≤ k}.

Therefore by Theorem 3.1 the number of even partitions is 1
2
#{~v ∈ Zk

2 : L(G)~v = 0} =
1
2
2k−r = 2k−r−1, as desired. ¤

As a result of Theorem 3.2, if we want to know how many graphs on k vertices have 2m

even partitions it is enough to determine how many such L(G) have rank k − m − 1. In
particular, to determine the number of odd graphs on k vertices it is enough to determine
the number of L(G) that have rank k − 1.

In the next section, we determine the number of graphs on k vertices with 2m partitions
for all k and m. In the next section we determine the number of such graphs for undirected
graphs.

4. Undirected Graphs

We will look at the matrix L(G) and discuss when it has rank k−1. To do this calculation
we will use the following Lemma to reduce the problem to a different problem.

Lemma 4.1. Let G be an undirected graph on k vertices. Let L(G) be defined as above.
Then L(G) will have rank r if and only if the matrix L∗(G) = (lij)1≤i,j≤k−1 has rank r.

Proof. Let the columns of L(G) be c1, . . . , ck. It is clear that ck is a linear combination
of c1, . . . , ck−1 since by definition all of the rows of the matrix L(G) sum to 0. Say that
cj = (cj,1, . . . , cj,k) and let wj =

(
cj,1, . . . , cj,(k−1)

)
. So w1, . . . , w(k−1) are the column vectors

of L∗. We set wj,i = cj,i.
We show that for any set {m1, . . . , mj} ⊂ {1, · · · , k − 1}, {wm1 , . . . , wmj

} is a linearly
independent set if and only if {cm1 , . . . , cmj

} is a linearly independent set. This condition
guarantees that L(G) has rank r if and only if L∗ has rank r.

It remains to show that {wm1 , . . . , wmj
} is linearly independent if and only if {cm1 , . . . , cmj

}
is linearly independent. We show a slightly stronger result, namely,

∑j
i=1 aiwmi

= ~0 if and

only if
∑j

i=1 aicmi
= ~0, for some ak ∈ Z2.
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The converse direction is clearly true since each wmi
is cmi

with the last slot in the vector

left out. Now, suppose that
∑j

i=1 aiwmi
= ~0. Then

∑j
i=1 aiwmi,s = 0 for each s ∈ {1, . . . , k−

1}. Using the fact that cmi,s = wmi,s for s ∈ {1, . . . , k − 1} we obtain
∑j

i=1 aicmi,s = 0 for

s ∈ {1, . . . , k − 1}. It remains to show that
∑j

i=1 aicmi,k = 0. However using the fact that
the matrix is symmetric and that the sum of first (k−1) columns is the kth column we have,

j∑
i=1

aicmi,k =

j∑
i=1

ai

k−1∑
x=1

cmi,x

=

j∑
i=1

k−1∑
x=1

aicmi,x

=
k−1∑
x=1

j∑
i=1

aicmi,x =
k−1∑
x=1

0 = 0,

as desired. This proves that
∑j

i=1 aicmi
= ~0, completing the proof of this theorem. ¤

If we demonstrate a 1-1 correspondence between the symmetric (k− 1)× (k− 1) matrices
and the undirected graphs on k vertices, then to count the number of graphs with 2n even
partitions it is enough to count the number of symmetric (k−1)×(k−1) matrices with rank
k − n − 1. We show there is a 1-1 correspondence between all (k − 1) × (k − 1) symmetric
matrices and the set of all L(G) when |V (G)| = k.

Suppose you have a (k − 1) × (k − 1) symmetric matrix A = (aij)1≤i,j≤(k−1) . Define

aik = aki =
∑k−1

j=1 aij and akk =
∑k−1

j=1 akj and let A∗ = (aij)1≤i,j≤k . Then A∗ = L(G) for
some undirected graph G with k vertices since the sum of its rows is 0 and it is by definition
symmetric. This process gives a function from the set of (k−1)×(k−1) symmetric matrices
to the set of all undirected graphs on k vertices.

This function is clearly 1-1. Let G be a graph on k vertices. Then L(G) is a symmetric
k× k matrix. Deleting the last column and row of L(G) gives a symmetric (k− 1)× (k− 1)
matrix. Call this matrix A. Then it is easy to see that performing the above operation
on A gives L(G) back. Therefore, we have a 1-1 correspondence between (k − 1) × (k − 1)
symmetric matrices and undirected graphs on k vertices.

So to count undirected graphs with a given number of even partitions we need to count
symmetric matrices with a given rank. The case of counting the number of n×n symmetric
matrices with rank n has been treated before. Brent and McKay in [BM2] determine the
number of n× n symmetric matrices over Z2 with rank n. We give an argument similar to
count these matrices. We then extend their results to count the number of matrices with
any rank. Throughout the section we give the results in terms of the graph theory as well
as in terms of matrices.

4.1. Number of Odd Graphs on k Vertices. We begin by counting the number of odd
graphs on k + 1 vertices. To do this we will count the number of invertible symmetric
matrices. The next two lemmas will allow us to give a recursive formula for the probability
that a k × k symmetric matrix is invertible.
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Lemma 4.2. Suppose A = (aij)1≤i,j≤k is a symmetric k×k matrix over Z2 and that a11 = 1.

Additionally, let k × k matrix Λ = (λij)1≤i,j≤k with

λij =





1 if i = j

a1j if i = 1

0 otherwise

.

Then

ΛT AΛ =




1 0 0 . . . 0
0 b11 b12 . . . b1(k−1)
...

...
...

. . .
...

0 b(k−1)1 b(k−1)2 · · · b(k−1)(k−1)




where the matrix B = (bij)1≤i,j≤(k−1) is a symmetric (k − 1)× (k − 1) matrix. Furthermore,

if A is random then so is B.

Proof. By doing the multiplication we see that ΛAΛT has the desired form. Furthermore,
bij = a1(i+1)a1(j+1) + a(i+1)(j+1). Thus bij = bji. So B is symmetric. Furthermore, if A is a
random matrix, then matrix B is random. ¤
Lemma 4.3. Suppose A = (aij)1≤i,j≤k is a symmetric k × k matrix over Z2, a11 = 0 and

a12 = 1. Additionally, let k × k matrix Γ = (γij)1≤i,j≤k with

γij =





1 if i = j

a1j if i = 2

a2j + a22a1j if i = 1

0 otherwise

.

Then

ΓT AΓ =




0 1 0 . . . 0
1 a22 0 . . . 0
0 0 c11 . . . c1(k−2)
...

...
...

. . .
...

0 0 c(k−2)1 · · · c(k−2)(k−2)




where the matrix C = (cij)1≤i,j≤(k−2) is a symmetric (k − 2)× (k − 2) matrix. Furthermore,

if A is random then so is C.

Proof. The proof is similar to the proof of the previous Lemma. Doing the multiplication
we see that the matrix has the desired form and that cij = a1(i+2)a2(j+2) + a1(j+2)a2(i+2) +
a22a1(i+2)a1(j+2) + a(i+2)(j+2). So C is a symmetric matrix. As in the previous Lemma C will
be random if A is random. ¤

The following theorem now gives us a recursion for the probability that a graph on k
vertices is odd.

Theorem 4.4. Let p(k) be the probability that a random k× k symmetric matrix over Z2 is
invertible. Then

(4.1) p(k) =
1

2

(
p(k − 1) +

(
1−

(
1

2

)k−1
)

p(k − 2)

)



8 TRIVIAL SELMER GROUPS AND EVEN PARTITIONS OF A GRAPH

for n ≥ 2. We define p(0) = 1 and we have p(1) = 1/2.
This recursion gives

p(2n) =p(2n− 1)

p(2n− 1) =

(
1−

(
1

2

)2n−1
)

p(2n− 2)

for all n ≥ 1.

Proof. We begin by deriving equation (4.1). Let A be a random symmetric k×k matrix with
k ≥ 2. Throughout the proof we use the fact that A is invertible if and only if det(A) 6= 0.
We derive the recursion by considering the two cases when a11 = 1 and when a11 = 0.

First suppose a11 = 1 this happens with probability 1/2. With the notation of Lemma 4.2
and using the fact that det(Λ) = det(ΛT ) = 1, we see that det(A) = det(Λ)det(A)det(ΛT ) =
det(ΛAΛT ) = det(B). Since A was random B is a random symmetric (k−1)×(k−1) matrix.
Hence, if a11 = 1 then the probability that A is invertible is 1

2
p(k − 1).

Next suppose that a11 = 0. If a1j = 0 for all j, then det(A) = 0. So, A is not invertible.
Suppose that there exists at least one j 6= 1 such that a1j 6= 0. This happens with probability
1
2

(
1− (

1
2

)k−1
)
. Switching the jth column with the 2nd column and switching the jth row

with the 2nd row keeps A a symmetric matrix. Furthermore, whether or not the determinant
is 0 is not changed. Thus we may assume without loss of generality that a12 = 1.

With the notation of Lemma 4.3 and using the fact det(Γ) = det(ΓT ) = 1, we see that
det(A) = det(Γ)det(A)det(ΓT ) = det(ΓAΓT ) = det(C). Since A was random C is a random
symmetric (k−2)×(k−2) matrix. Hence, if a11 = 0 then the probability that A is invertible

is 1
2

(
1− (

1
2

)k−1
)

p(k − 2).

Summing the two probabilities gives equation (4.1).
We will now prove the set of equations by using this recursion and induction. Suppose for

some n that

p(2n) =p(2n− 1)

p(2n− 1) =

(
1−

(
1

2

)2n−1
)

p(2n− 2).

This is easily verified for small n. Then by equation (4.1) we have

p(2n + 1) =
1

2

(
p(2n) +

(
1−

(
1

2

)2n
)

p(2n− 1)

)
(4.2)

=
1

2

(
1 + (1−

(
1

2

)2n
)

p(2n) =

(
1−

(
1

2

)2n+1
)

p(2n),(4.3)

as desired.
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Now using equation (4.2) we have

p(2n + 2) =
1

2

(
p(2n + 1) +

(
1−

(
1

2

)2n+1
)

p(2n)

)

=
1

2
(p(2n + 1) + p(2n + 1))

=p(2n + 1).

This completes the proof. ¤
The following theorem is an immediate consequence of the previous theorem and the

discussion at the opening of this section.

Theorem 4.5. Let G be an undirected graph on k vertices. The probability that G is odd is

q(k) =
s∏

j=1

(
1−

(
1

2

)2s−1
)

where s = bk
2
c.

Hence there are 2(k
2)q(k) odd graphs on k vertices.

Proof. From the discussion above and in the notation of Theorem 4.4 we see that q(k) =
p(k − 1). Also, using the second set of recursions in Theorem 4.4, it is easy to deduce that

p(k − 1) =
∏s

j=1

(
1− (

1
2

)2j−1
)

where s = bk
2
c.

¤

4.2. Number of Even Partitions of a Graph. Generalizing the ideas that we used to
derive the number of odd graph on k vertices we can determine the number of graphs on k
vertices that have 2n even partitions, for any n. Again, we can use Theorems 3.2, to reduce
the problem to finding how many graphs on k vertices have L∗(G) with rank k − 1− n. In
the above discussion we found the number of graphs with 20 distinct even partitions and
hence the number of L(G) with rank k − 1.

Let I(k, r) be the number of k × k symmetric matrices of rank r over Z2. Then in the
previous section we showed that

I(k, k) = 2(k
2)

s∏
j=1

(
1−

(
1

2

)2j−1
)

where s = bk
2
c.

The next proposition is a well known result about symmetric matrices. We use it to prove
a Lemma that we will need in the proof of the general theorem.

Proposition 4.6. An n × n matrix M is symmetric if and only if vT M = (Mv)T for all
vectors v.

Lemma 4.7. Let A be a symmetric n×n matrix and let B be an n×n matrix. Then BT AB
is a symmetric matrix.

Proof. To prove this we will show that for all ~v ∈ Zn
2 , vT BT AB = (BT ABv)T . If we establish

this, then the result follows from Proposition 4.6.
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It is well known that vT BT = (Bv)T . Using this twice and Proposition 4.6 we have

vT BT AB = (Bv)T AB = (ABv)T (BT )T = (BT ABv)T ,

as desired. ¤

Theorem 4.8.

I(n, n− j) = d(n, j)I(n− j, n− j),

where d(n, j) is the number of j dimensional subspaces of Zn
2 and

d(n, j) =

j−1∏
i=0

2n − 2i

2j − 2i
.

Proof. We will prove this theorem in three steps.

Step 1. Let E = span {e1, . . . , ej}. Then there are I(n− j, n− j) rank n− j n× n matrices
that take exactly S to zero.

To see this we begin by noting that Mem is the mth column of the matrix M . Therefore,
if A is a symmetric matrix with Aem = ~0 then the mth column and row of A must be zero.
Furthermore, A has rank n− j if and only if n− j of the column vectors are independent.

Let A be a symmetric k× k matrix with rank n− j that takes E to zero. Since the first j
columns of A are zero, if A has rank n− j we must have that the final n− j column vectors
of A are linearly independent. Since the first j rows of A are also the zero, A will send
e1, . . . , ej to ~0 and have rank n− j if and only if the symmetric (n− j)× (n− j) submatrix
A∗ = (aij)(j+1)≤i,j≤n has linearly independent column vectors. That is if and only if A∗ is

invertible.
Therefore, there are I(n − j, n − j) symmetric n × n matrices of rank n − j that send

e1, . . . , ej to ~0.

Step 2. Let S be any j dimensional subspace with basis {v1, · · · , vj}. Also let S = { all n×n
symmetric matrices of rank n − j that take S to zero} and let E = { all n × n symmetric
matrices of rank n − j that take E to zero}. I will show that there is a 1-1 onto map from
S to E , thus these sets have the same size. The result follows, since the subspace S was
arbitrarily chosen and there are I(n− j, n− j) elements in E .

It remains to demonstrate the 1-1 onto map. There exists k1, . . . , kn−j such that {v1, . . . , vj,
ek1 , . . . , ekn−j

} is a basis for Zn
2 . Let B be the change of basis matrix such that es 7→ vs for

1 ≤ s ≤ j and ej+t 7→ ekt for 1 ≤ t ≤ (n− j).
Define the map φ : S → E by φ(A) = BT AB. Since B is invertible so is BT . Thus,

BT ABv = ~0 if and only if ABv = ~0. But ABv = ~0 if and only if Bv ∈ S. Since B is the
change of basis matrix from {e1, . . . , ej} and {v1, . . . , vj} we have BT ABv = ~0 if and only if
v ∈ E. Therefore, the map is well defined onto the spaces indicated.

Furthermore, φ is 1-1, since B and BT are both invertible. To show that φ is onto let
X ∈ E be arbitrary and Y = (BT )−1XB−1. Since φ(Y ) = BT Y B = BT (BT )−1XB−1B = X,

it is enough to show that Y ∈ S. Since BT is invertible Y v = ~0 if and only if XB−1v = ~0.
Furthermore, since X ∈ E , XB−1v = ~0 if and only if B−1v ∈ E. But B−1 is the change of
basis matrix from {v1, . . . , vj} to {e1, . . . , ej}, thus Y v = ~0 if and only if v ∈ S. So Y ∈ S.
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This completes the proof that I(n, n − j) = d(n, j)I(n − j, n − j). The final step in the
proof is to compute d(n, j).

Step 3. There are
∏j−1

k=0(2
n − 2k) ways to choose j linearly independent vectors from Zn

2 .

Furthermore, for any subspace of Zn
2 of dimension j there are

∏j−1
k=0(2

j − 2k) different bases

for that subspace. Hence the total number of subspaces of Zn
2 of dimension j is

∏j−1
k=0

2n−2k

2j−2k .
¤

The following table gives the values for the number of even partitions of a graph for some
small graphs. Each entry gives the number of graphs on k vertices with m distinct even
partitions

k/m 1 2 4 8 16
0 0
1 1
2 1 1
3 4 3 1
4 28 28 7 1

5. Probability Each Graph Appears

Now that we have determined how many graphs on a specified number of vertices are odd,
we will try to relate this information back to the original number theory. Let

S3,k(X) = {n < X : n ≡ 3( mod 8)

and n = p1 . . . pk where p1 ≡ 3, pj ≡ 1( mod 4), j 6= 1}.
Furthermore, let G(S3,k)(X) = {G(n) : n ∈ S3,k(X). Recall that in the discussion following
Theorem ?? we showed that every graph on k vertices appears infinitely often in G(S3,k)(∞).
In this section we wish to show that every graph in G(S3,k)(X) for X sufficiently large appears
with equal probability. Similarly define

S1,k(X, 1) ={n < X : n ≡ 1( mod 8) and n has decomposition 1 from Theorem 2.2},
S2,k(X, 2) ={n < X : n ≡ 1( mod 8) and nhas decomposition 2 from Theorem 2.2},
S1,k(X, 3) ={n < X : n ≡ 1( mod 8) and nhas decomposition 3 from Theorem 2.2},

S2,k(X) ={n < X : n = 2p1 . . . pk and pj ≡ 1( mod 4)}.
Define G(T ) where T is one of the above sets in a similar way. Again in each of these other
cases we want to show that each graph in the set appears equally often for sufficiently large
X. If we establish this then we will have shown that the probability that an En for n chosen
from S3,k(X), where X is large, has trivial 2-Selmer groups is the same as the probability
that a graph on k vertices is odd.

Since the work is tedious we only work this result out for G(S3,k(X)). Specifically, we
want to know the probability that an edge exists between two given vertices. We expect this
probability to be about 1

2
, since the existence of an edge between the vertices corresponding to

the primes p and q is entirely dependent on whether ( q
p
) is 1 or −1. Note that each possibility

occurs for half of the congruence classes ( mod p). Actually, since we are putting an extra
restriction on q, it is necessary to look at which congruence class q falls in ( mod 8p). This
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distinction makes no real difference, since each of the two possible values for ( q
p
) still occurs

for exactly half of the allowed congruence classes modulo 8p.
Dirichlet’s theorem says that there are infinitely many primes in any arithmetic progression

{8kp+a}k∈N for each a that is relatively prime to 8p and there are the same density of primes
in the set {8kp + a} for each a. Since (a

p
) is 1 for half of the allowable a’s relatively prime

to 8p, it is reasonable to suspect that the probability that each edge on G(n) for some n
with k prime factors appears with probability 1/2. Furthermore, if each edge appears with
probability 1/2, then each graph appears equally likely.

We would like to know whether each graph does indeed show up with the same frequency
as every other. If each graph does indeed show up with the same frequency as every other
graph then we would expect that the probability that any En, where n has k prime factors,
has trivial Selmer groups is q(k) where q is defined in Theorem ??. In other words we know
the proportion of n = p1p2 · · · pk with p1 ≡ 3(mod 4), pi ≡ 1(mod 4) for 2 ≤ i ≤ k, and
n ≡ 3(mod 8), that correspond to En with trivial Selmer groups.

We have done many calculations to verify that this is indeed true. In particular we know
that q(2) = 1/2, so we would expect that when k = 2 we would have 1/2 of the n less than
X give En with trivial Selmer groups. Figure 1 shows how when k = 2, the proportion of
even graphs in S3,2(X) approaches 0.5 as we increase X. Since half of all random graphs on
two vertices are even, this is exactly the result we should be getting if each graph in S3,2(X)
appears with equal proportion.

X Proportion
106 0.495612
107 0.497637
108 0.499127
109 0.499626
1010 0.499808
1011 0.499902

Figure 1. Proportion of even graphs generated from products of two primes
not greater than N .

In the case k = 3, again since the probability that a random graph on 3 vertices is even is
1/2 we expect the proportion of n < X with 3 prime factors that give trivial Selmer groups
to be 0.5. This time the convergence is significantly slower, however our data verifies this
expectation.

The proportion of random graphs on four vertices that have even partitions is q(4) =
9/16 = 0.5625. Encouragingly, as we let X grow, the proportion of even graphs generated
from products of four primes tends to 0.5625. Curiously, this convergence is nearly as quick
as in the three prime case.

All of this data supports the reasoning that each graph each graph on S3,k(X) appears
with equal probability. In the next section we will prove this result. We do not give the
proofs for the other cases because they are very detailed, however their proofs are similar.

5.1. Each Edge Appears With Probability 1/2. .

We now give a sketch proof to establish the result that each graph in G(S3,k(X)) appears
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N Proportion
106 0.430035
107 0.447058
108 0.459316
109 0.466598
1010 0.471562
1011 0.475111

Figure 2. Proportion of even graphs generated from products of three primes
not greater than X.

N Proportion
106 0.482466
107 0.502105
108 0.517575
109 0.526370
1010 0.532565
1011 0.536957
1012 0.540226

Figure 3. Proportion of even graphs generated from products of four primes
not greater than N .

with equal probability as X tends to infinity. We establish this result by first fixing k. We
note that by Dirichlet’s theorem on primes in an arithmetic progression every undirected
graph on k vertices appears in G(S3,k(X)). Finally we argue that each edge between the k
vertices appears with probability 1/2 as X tends to infinity, therefore, each graph appears
with equal probability as X tends to infinity.

Conjecture 5.1. Let k be an integer. Let n ∈ S3,k(X). G(n) is an undirected graph on
the k vertices p1, . . . , pk. As X tends to infinity the probability that the edge pjpi ∈ V (G(n))
tends to 1/2.

Given the following reasonable conjecture we will make an inductive argument to prove
Conjecture 5.1.

Conjecture 5.2. There exists ε = ε(k) such that for any product of k distinct primes
p1 . . . pk < Xε and for all primes pk+1 such that p1 . . . pkpk+1 < X the proportion of pk+1 with(

pk+1

pj

)
= 1 tends to 1/2 as X increases to infinity.

Dirichlet’s theorem states that the sum of the reciprocals of the primes in a particular
congruence class diverges. Mertens was able to refine the theorem to say that

∑
p≤X

p≡a( mod q)

1

p
=

1

φ(q)
log log X + A(q, a) + O[(log X)−1]

[DAV]
This means, roughly, that given sufficiently large X, equal amounts of primes appear in

each congruence class ( mod q).
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However, now it is necessary to ensure that q is small compared to X. Consider the case
when we are looking at square free integers less than X with k + 1 prime factors. Since we
need the last prime factor to be able to take on a wide range of values compared to the size
of the first k factors, we want the first k prime factors to be small.

Let p1, p2, . . . pk+1 be the prime factors of x ≤ X, with p1 < p2 < . . . < pk+1. Consider the
sum ∑

p1p2...pk+1<X
p1<p2<...pk

1

This sum counts the number of square free integers less than X with k+1 prime factors. We
want most of this sum to consist of terms where p1p2 . . . pk < Xε, for a given small ε > 0.

In other words given ε, for sufficiently large X we want

∑
p1p2...pk+1<X
p1<p2<...pk

Xε<p1p2...pk<X
k

k+1

1 = o




∑
p1p2...pk+1<X
p1<p2<...pk
p1p2...pk<Xε

1




.

Soon, we will prove a theorem regarding this expression, but we first need a few lemmas.

Lemma 5.3.
∑

p1<p2...<pk<x

1

p1p2 . . . pk

=
1

k!
(log log x)k + O((log log x)k−1)

Proof. Consider this expression:

k!
∑

p1<p2...<pk<x

1

p1p2 . . . pk

<

(∑
p<x

1

p

)k

< k!
∑

p1<p2...<pk<x

1

p1p2 . . . pk

+

(
k
2

) (∑
p<x

1

p

)k−2 (
2
∑
p<x

1

p2

)

The left side is less than the middle because it does not count the terms where some of the
primes are equal. The right side is greater than the middle because it counts all the terms,
overcounting those where the same prime appears more than twice or multiple primes appear
at least twice.

We already know from Mertens that
∑
p<x

1

p
= log log x + A + O[(log x)−1]

[DAV] So we already have the answer for k = 1. Now consider when k ≥ 2. If we raise both
sides to the kth power, we get a similar type of sum. We would like to separate the terms
which have all distinct prime factors on the bottom from those which do not. Note that

∑
p<x

1

p2
< ζ(2) =

π2

6
.

(∑
p<x

1

p

)k−2

= O((log log x)k−2)
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So,

k!
∑

p1<p2...<pk<x

1

p1p2 . . . pk

<

(∑
p<x

1

p

)k

≤ k!
∑

p1<p2...<pk<x

1

p1p2 . . . pk

+ O((log log x)k−2)

Plugging in
∑

p<x
1
p

= log log x + A + O[(log x)−1] gives

∑
p1<p2...<pk<x

1

p1p2 . . . pk

=
1

k!
(log log x + A + O[(log x)−1])k + O((log log x)k−2)

Finally, applying the binomial theorem gives
∑

p1<p2...<pk<x

1

p1p2 . . . pk

=
1

k!
(log log x)k + O((log log x)k−1)

¤

Lemma 5.4.
∑

p1<p2<...pk<x
1
k

1

p1p2 . . . pk

=
1

k!
(log log x)k + O((log log x)k−1)

Proof.
∑

p1<p2<...pk<x
1
k

1

p1p2 . . . pk

<
∑

p1p2...pk<x

1

p1p2 . . . pk

<
∑

p1<p2<...pk<x

1

p1p2 . . . pk

The expression on the left is 1
k!

(log log(x
1
k ))k + O((log log(x

1
k ))k−1), by 5.3. Likewise, the

expression on the right is 1
k!

(log log x)k + O((log log x)k−1), also by 5.3.

Now, if we note that log log(x
1
k ) = log log x − log k, so that by the binomial theorem

(log log(x
1
k ))k = (log log x)k + O((log log x)k−1), we have that

1

k!
(log log x)k + O((log log x)k−1) <

∑
p1p2...pk<x

1

p1p2 . . . pk

<
1

k!
(log log x)k + O((log log x)k−1)

So, ∑

p1<p2<...pk<x
1
k

1

p1p2 . . . pk

=
1

k!
(log log x)k + O((log log x)k−1)

¤

Theorem 5.5. If p1 < p2 < . . . < pk, then for a given integer k > 0 and real ε > 0 there
exist B2 > B1 > 0 such that

B1
X

k! log X
(log log X)k + O

(
X

log X
(log log X)k−1

)
<

∑
p1p2...pk<Xε

p1<p2<...<pk+1
p1p2...pk+1<X

1

< B2
X

k! log X
(log log X)k + O

(
X

log X
(log log X)k−1

)
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Also,
∑

Xε<p1p2...pk<X
k

k+1

p1<p2<...<pk+1
p1p2...pk+1<X

1 = O

(
X

log X
(log log X)k−1

)

Proof. We want to place an upper and lower bound on the sum
∑

p1p2...pk<Xε

p1<p2<...<pk+1
p1p2...pk+1<X

1.

The upper bound in the following line comes from the fact that every square-free integer less

than X with k + 1 prime factors is the product of a square-free integer less than X
k

k+1 with
k prime factors and another prime. It is an upper bound because some of the numbers are
counted twice this way.
(5.1)

∑
p1p2...pk<Xε

π

(
X

p1p2 . . . pk

)
>

∑
p1p2...pk<Xε

p1<p2<...<pk+1
p1p2...pk+1<X

1 >


 ∑

p1<p2<...<pk<X
ε
k

π

(
X

p1p2 . . . pk

)
−k

(
π(X

ε
k+1 )

k + 1

)

The lower bound counts the number of square-free integers which are the products of k
primes all less than X

ε
k+1 . This is a subset of the numbers we sum over in the middle

term. The second term on the lower bound, k

(
π(X

ε
k+1 )

k + 1

)
eliminates all the possible over

counting, since we can over count up to k times for any set of k + 1 primes all less than
X

ε
k+1 .
A similar line of reasoning gives

∑

Xε<p1p2...pk<X
k

k+1

p1<p2<...<pk+1
p1p2...pk+1<X

1 <
∑

Xε<p1p1...pk<X
k

k+1

π

(
X

p1p2 . . . pk

)

Now, we need only find an appropriate approximation for π(x) and then apply the lemmas.
Tchebychev has shown that 0.92 . . . x

log x
< π(x) < 1.105 . . . x

log x
, for all sufficiently large x.

[DAV] Thus,

(0.92 . . .)
∑

Xα<p1p2...pk<Xβ

X

p1p2 . . . pk(log X − log(p1p2 . . . pk))

<
∑

Xα<p1p2...pk<Xβ

π

(
X

p1p2 . . . pk

)

< (1.105 . . .)
∑

Xα<p1p2...pk<Xβ

X

p1p2 . . . pk(log X − log(p1p2 . . . pk))
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Now, since Xα < p1p2 . . . pk < Xβ, α log X < log(p1p2 . . . pk) < β log X. So, if we let
B1 = (0.92 . . .) 1

1−β
and B2 = (1.105 . . .) 1

1−α
, we have that

(5.2) B1

∑

Xα<p1p2...pk<Xβ

X

p1p2 . . . pk(log X)
<

∑

Xα<p1p2...pk<Xβ

π

(
X

p1p2 . . . pk

)

< B2

∑

Xα<p1p2...pk<Xβ

X

p1p2 . . . pk(log X))

Plugging in α = 0 and substituting back into 5.1 gives

B2

∑
p1p2...pk<Xε

X

p1p2 . . . pk(log X)
>

∑
p1p2...pk<Xε

p1<p2<...<pk+1
p1p2...pk+1<X

1

> B1


 ∑

p1<p2<...<pk<X
ε
k

X

p1p2 . . . pk(log X)


− k

(
π(X

ε
k+1 )

k + 1

)

Applying 5.3 to the right and 5.4 to the left, this evaluates to

B2
X

k! log X
((log log x)k + O((log log x)k−1)) >

∑
p1p2...pk<Xε

p1<p2<...<pk+1
p1p2...pk+1<X

1

> B1
X

k! log X
((log log x)k + O((log log x)k−1))− k

(
π(X

ε
k+1 )

k + 1

)
.

But what is k

(
π(X

ε
k+1 )

k + 1

)
? We can approximate this term by saying

k

(
π(X

ε
k+1 )

k + 1

)
= O

(
k
(π(X

ε
k+1 ))k+1

(k + 1)!

)

= O


k

( X
ε

k+1

log X
ε

k+1
)k+1

(k + 1)!


 = O((

X

log X
)ε)

This falls into the error term we already have, so we get the first statement of our theorem:

B1
X

k! log X
(log log X)k + O

(
X

log X
(log log X)k−1

)
<

∑
p1p2...pk<Xε

p1<p2<...<pk+1
p1p2...pk+1<X

1

< B2
X

k! log X
(log log X)k + O

(
X

log X
(log log X)k−1

)

Note that while our result is not very precise, the main term agrees with the established
result of Sathe in [SAT], which was reproved by Selberg in [SEL].
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Denote by πν(x) the number of square-free integers having ν prime factors. Put ν =
k log log x. Let k < e. Then

πν(x) = (1 + o(1))f(k)
x

log x

(log log x)ν−1

(ν − 1)!

where (p runs through all primes)

f(k) =
1

Γ(k + 1)

[∏
p

(
1− 1

p

)
e1/p

]k ∏
p

(
1 +

k

p
e−k/p

)
.

Now for the second half of our theorem:

∑

Xα<p1p2...pk<Xβ

X

p1p2 . . . pk(log X)
=

∑

p1p2...pk<Xβ

X

p1p2 . . . pk(log X)
−

∑
p1p2...pk<Xα

X

p1p2 . . . pk(log X)

=
X

log X

[
(log log X)k + O((log log X)k−1)− (log log X)k + O((log log X)k−1)

]

= O

((
X

log X
log log X

)k−1
)

by 5.1.
Again, plugging back into 5.2 gives the second statement of the theorem:

∑

Xε<p1p2...pk<X
k

k+1

p1<p2<...<pk+1
p1p2...pk+1<X

1 <
∑

Xε<p1p2...pk<X
k

k+1

π

(
X

p1p2 . . . pk

)
= O

(
X

log X
(log log X)k−1

)

∑

Xε<p1p2...pk<X
k

k+1

p1<p2<...<pk+1
p1p2...pk+1<X

1 = O

(
X

log X
(log log X)k−1

)

¤
Conjecture 5.6. There exists an ε > 0 such that limX→∞ max{| 1

φ(q)
−πq,a(X)

π(X)
|, q < Xε, (a, q) =

0} = 0.

If this conjecture is true, we can argue inductively that asymptotically, every possible
graph on k vertices is equally likely:

Our base case is the fact that there is only one graph on one vertex, so all graphs on one
vertex have equal probability. Assume that each possible graph becomes equally distributed
among all square-free integers less than y with k prime factors as y →∞.

Now, consider what happens when we add a k+1th prime factor, with the restriction that
p1p2 . . . pk+1 < y

1
ε . Our theorem 5.5 shows that this encompasses all but a negligible number

of square-free integers with k + 1 prime factors less than y
1
ε , for sufficiently large y.

By hypothesis, all edges among the first k prime factors occur with probability close to 1
2
.

The remaining k edges are determined by what congruence classes the k + 1th prime falls
into mod the other primes. By the Chinese Remainder Theorem, this is equivalent to asking
which congruence class it belongs to mod p1p2 . . . pk. Now, we can apply our conjecture 5.6
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to say that as y →∞, the edges from the subgraph of k points to the k + 1th point occur in
every possible way with equal probability. Combining this with the inductive hypothesis, we
get that as y →∞, every possible graph for numbers less than y

1
ε with k + 1 distinct prime

factors becomes equally likely.
Thus, by induction, as X → ∞, the probability that a square-free number less than X

will have a specific graph is the same as the probability of choosing the graph randomly by
picking edges with probability 1

2
.

Again, we must reiterate that this result depends on our conjecture 5.6 or something
similar to give bounds on how soon primes start to appear uniformly across the possible
congruence classes for a given modulus.

6. Application to graphs for En

Now that we have established that each graph on k vertices appears equally likely in each
of the cases discussed above we can apply graph theory results to the graphs that appear in
[FX].

6.1. The case n ≡ 3( mod 8). Throughout this section we assume that n ≡ 3( mod 8).
From Theorem 2.1 we know that if n = p1 . . . pt, p1 ≡ 3( mod 4) and pj ≡ 1( mod 4)
(2 ≤ j ≤ t), then En has trivial Selmer Groups if and only if G(n) is odd.

As a result, for any n ≡ 3( mod 8) with the factorization given above (and k prime
factors) the probability that En has trivial Selmer groups is the same as the probability that

a graph on t vertices is odd. This probability is
∏s

j=1

(
1− (

1
2

)2s−1
)

where s = bk
2
c.

The following theorem was first established by Sathe in [SAT] and then reproved by Selberg
in [SEL].

Theorem 6.1. Denote by πν(x) the number of square-free integers having ν prime factors.
Put ν = k log log x. Let k < e. Then

πν(x) = (1 + o(1))f(k)
x

log x

(log log x)ν−1

(ν − 1)!

where (p runs through all primes)

f(k) =
1

Γ(k + 1)

[∏
p

(
1− 1

p

)
e1/p

]k ∏
p

(
1 +

k

p
e−k/p

)
.

We now give an easily deduced corollary.

Corollary 6.2. In the notation of the previous theorem,

πk(X) = (1 + o(1))f

(
k

log log(X)

)
X

log X

(log log X)k−1

(k − 1)!

for X such that k
log log(X)

< e.

In 6.1 fixing ν and letting x go to infinity we see that f(k) converges to 1, the result follows.
Now define π∗k(X) to be the number of square-free integers less than X with exactly k prime
factors none of which are 2. The number of square free integers less than X with 2 as a
factor is less than then number of square free integers less than X/2 with exactly k−1 prime
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factors. But from Corollary 6.2 we know that this number is close to X/2
log X/2

(log log(X/2))k−2

(k−2)!
.

This is much smaller than X
log(X)

log log(X)k−1

(k−1)!
. This reasoning gives the following theorem.

Theorem 6.3. In the notation above,

π∗k(X) = (1 + o(1))
X

log(X)

log log(X)k−1

(k − 1)!

In our main theorems the n that we cared about had a specific prime factorization. The
following discussion leads us to be able to count the numbers with this prime factorization.
Let π∗k(X; a1, . . . , ak) be the number of square free integers n = p1 . . . pk less than X such
that pj ≡ aj( mod 8) and each aj ≡ 1, 3, 5 or 7( mod 8). Notice that there are

(
k+3
3

)
distinct k-tuples. (We consider tuples with the same numbers of aj ≡ 1, 3, 5,and 7 to be the
same. For example, the 2-tuples (3, 5) and (5, 3) are the same.) Also,

π∗k(X) =
∑

(a1,...,ak)

π∗k(X; a1, . . . , ak),

where the sum is over all such k-tuples. It is reasonable to assume that for large enough X
each of the the terms in the sum contribute the same amount to the value of π∗k(X). We
state this in the next theorem.

Theorem 6.4. In the notation above,

π∗k(X; a1, . . . , pk) = (1 + o(1))
X

log(X)

log log(X)k−1

(
k+3
3

)
(k − 1)!

Now to count the number of n ∈ S3,k(X) it is enough to count the number of allowable
decompositions for n = p1 . . . pk. Recall n must have the decomposition n = p1 . . . pt ≡ 3(
mod 8), where exactly one of the pj ≡ 3( mod 4) and for all i 6= j pi ≡ 1( mod 4). Suppose
we have n = rq1 . . . qtQ1 . . . Qt where s + t + 1 = k, r ≡ 3, 7( mod 8), qi ≡ 1( mod 8), and
Qi ≡ 5( mod 8). If 2|s then we must have r ≡ 3, There are dk

2
e possible k − tuples when

2|s. If 2 - s, then r ≡ 7. There are bk
2
c possible tuples when on of the primes is 7 modulo 8.

Putting these two results together we see that there are k possible tuples that give the
desired decomposition.

Using this result and applying the result discussed in section ?? gives the following counting
theorem.

Theorem 6.5. Let N3,k(X) be the number of square-free integers n with exactly k prime
factors, n ≡ 3(mod 8), and n < Xsuch that Sn = {1} and S ′n{±1,±n}. Then for large X

(6.1) N3,k(X) ≈ f

(
k

log log(X)

)
q(k)

k(
k+3
3

) X

log(X)

log log(X)k−1

(k − 1)!
,

where q(k) is the probability that a random undirected graph on k vertices is odd.
Recall from Theorem 4.5

q(k) =
s∏

j=1

(
1−

(
1

2

)2s−1
)

where s = bk
2
c.

For example when k = 2 this gives N3,2(X) ≈ 1
16

X log log X
log X

.
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6.1.1. Data. The following calculations verify our counting theorems.

X Number with G(n) odd |S3,2(X)| Proportion
106 21207 42045 0.504388
107 195391 388944 0.502363
108 1806154 3606013 0.500873
109 16815798 33606444 0.500374
1010 157413227 314705475 0.500192
1011 1480332478 2960087660 0.500098

Figure 4. generated from products of two primes not greater than N .

X Number with G(n) odd |S3,3(X)| Proportion
106 11291 19810 0.569965
107 118637 214556 0.552942
108 1211721 2241087 0.540685
109 12215739 22901580 0.533402
1010 122070712 231002932 0.528438
1011 1213147587 2311247337 0.524889
1012 12012228025 23002085447 0.522223

Figure 5. products of three primes not greater than X.

X Number with G(n) odd |S3,4(X)| Proportion
106 1402 2709 0.517534
107 19864 39896 0.497895
108 248032 514136 0.482425
109 2906818 6137321 0.473630
1010 32641358 69830762 0.467435
1011 356306278 769488112 0.463043
1012 3813142242 8293523085 0.459774

Figure 6. products of four primes not greater than X.

6.2. The case n ≡ 1( mod 8). Let q∗1(k) be the probability that a graph on k vertices with
the form that appears when n ≡ 1( mod 8) has the form appears in the first decomposition.
Then q∗1(k) = 1

2
q(k, k) + 1

4
q(k, k − 1).

Now, we know already how often a random graph with k vertices meets the condition for
non-congruence of a number n ≡ 3( mod 8) with n = p1p2...pt, p1 ≡ 3( mod 4) and pi ≡ 1(
mod 4) for 2 ≤ i < t Specifically, the number of graphs is I(k − 1, k − 1).

The question remains for the other cases: How many graphs on k vertices meet the
condition for non-congruence for n ≡ 1( mod 8) or for 2 | n?

Let us consider the k×k Laplace matrix L for the graphs G(S1,k(X, 1)). For the congruence
condition to hold, L must have rank k− 2 Now consider the rows of L corresponding to the
factors q1 and q2. By the definition of the graph, these rows will contain only zeros. Thus we
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can remove them from the matrix without changing the rank. Likewise we can remove the
column corresponding to -1 (since it is all zeros) and one other column (since the columns
sum to zero. Now we are left with a k − 2 by k − 2 matrix, which we will call L′, the upper
left k− 3 by k− 3 block of which is symmetric. Call this block S. Also, let T be L′ with the
bottom row removed. We wish to know how often the rank of S is k − 2. We will consider
three cases:

1) S is singular. In this case, some unique linear combination of the columns of S will
form the last column of T If this combination, applied to the first k − 3 columns of L′ gives
the last column, r(L′) = k − 3, otherwise r(L) = k − 2. However, this is contingent only on
whether the bottom right element of L′ matches the application of the linear combination
to the last elements of the first k − 3 columns of L′. This will happen half the time, so this
case contributes 1

2
I(k − 3, k − 3) graphs that fulfill the condition.

2) S has rank k − 4 Here, for L′ to be singular, it is necessary for the last column of T
to lie outside the space spanned by the columns of S. This happens half the time, since the
columns of S span a space of rank k− 4, which has half as many members (in F2) as a space
of rank k−3. Now, it is possible to switch the last column of T with another column so that
the first k − 3 rows have rank k − 3. But this is just the situation we had in case 1, so in a
further half of these cases L′ will have rank k−3. Thus, this case contributes 1

4
I(k−3, k−4)

graphs that fulfill the condition.
3) S has rank ≤ k − 5. Here, no choice of the other entries of L′ will make it singular.
Thus, the total number of graphs on k vertices meeting the condition for non-congruence

for n ≡ 1( mod 8) is

1

2
I(k − 3, k − 3) +

1

4
I(k − 3, k − 4) =

3

4
I(k − 3, k − 3)

6.3. The case 2||n. Finally, what happens when 2 | n?
Again, let us consider graphs on k vertices. Feng and Xiong state later in the paper [?]

that all odd prime factors must be of the form p ≡ 1( mod 4) for the graph G′(n) to have
rank k − 1. Thus, we will assume this condition is also met. If we consider the Laplace
matrix L of the graph G′(n) we will notice that the row corresponding to 2 is all zeros, so
it gives nothing to the rank. Likewise, the column corresponding to 2 is the sum of all the
other columns, so it will not contribute to the rank either. Thus, G′(n) is odd only if the
upper left k − 1 by k − 1 block of L is singular. This block is symmetric, so the number of
graphs on k vertices meeting the above conditions is I(k − 1, k − 1).
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