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Abstract

By finding explicit PD-sets we show that permutation decoding can be used for the binary code
obtained from an adjacency matrix of the triangular graphT (n) for anyn ≥ 5.
© 2003 Elsevier Ltd. All rights reserved.

1. Introduction

For anyn the triangular graphT (n) is defined to be the line graph of the complete
graphKn. It is astrongly regular graph onv = (n

2

)
vertices, i.e. on the pairs of letters{i, j}

wherei, j ∈ {1, . . . , n}. The binary codes formed from the span of adjacency matrices
of triangular graphs have been examined by Tonchev [12, p. 171] and Haemers et al.
[7, Theorem 4.1] (see also [1, 2, 4, 5]). Note that the dimension and weight enumerator
are easily determined. Here we examine the codes and their duals further, and in particular
show how the casen = 6 distinguishes itself. We prove (Proposition 3.4) that Sn is the
full automorphism group of the code forn ≥ 5 except in the casen = 6. We also look at
the question of minimum-weightgenerators for the code, and for its dual, and use these to
obtain explicit permutation-decoding sets for the code:

Theorem 1.1. Let I denote the subset

P1 = {1, n}, P2 = {2, n}, . . . , Pn−1 = {n − 1, n}
of vertices of the triangular graph T (n) where n ≥ 5, and let C denote a binary code of
T (n) with I in the first n − 1 positions. Then
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(1) C is a
[(n

2

)
, n − 1, n − 1

]
2 code for n odd and, with I as the information positions,

S = {1G} ∪ {(i, n) | 1 ≤ i ≤ n − 1}
is a PD-set for C of n elements in Sn;

(2) C is a
[(n

2

)
, n − 2, 2(n − 1)

]
2 code for n even, and with I excluding Pn−1 as the

information positions,

S = {1G} ∪ {(i, n) | 1 ≤ i ≤ n − 1}
∪ {[(i, n − 1)( j, n)]±1 | 1 ≤ i, j ≤ n − 2}

is a PD-set for C of n2 − 2n + 2 elements in Sn.

The code formed by the span of the adjacency matrix is also the code of the 1-((n
2

)
, 2(n − 2), 2(n − 2)

)
design obtained by taking the rows of the adjacency matrix as

the incidence vectors of the blocks; the automorphism group of this design will contain
the automorphism group of the graph, the latter of which is easily seen to beSn . Similarly,
the automorphism group of the code will containSn . However forn = 6 thegroup of the
design and code is larger than the group of the graph (S6), and we will use the words of
weight-3 in thedual code to explain this: seeLemma 3.2andProposition 3.4.

In Section 2we give the necessary definitions and background, inSection 3we prove
Proposition 3.4and a number of lemmas concerning the codes, and finally, inSection 4,
we proveTheorem 1.1.

2. Background and terminology

An incidence structureD = (P,B,I), with point setP , block setB and incidenceI
is a t-(v, k, λ) design, if|P | = v, everyblock B ∈ B is incident with preciselyk points,
and everyt distinct points are together incident with preciselyλ blocks. The design is
symmetric if it has the samenumber of points and blocks.

The code CF of the design D over the finite field F is the space spanned by the
incidence vectors of the blocks overF . If the point set ofD is denoted byP and the
block set byB, and ifQ is any subset ofP , then we will denote the incidence vector of
Q by vQ. ThusCF = 〈vB | B ∈ B〉, and is a subspace ofFP , the full vector space of
functions fromP to F .

All our codes will belinear codes, i.e. subspaces of the ambient vector space. If a code
C over a fieldof orderq is of lengthn, dimensionk, and minimum weightd, then we write
[n, k, d]q to show this information. Agenerator matrix for the code is ak × n matrix
made up of a basis forC. Thedual or orthogonal codeC⊥ is the orthogonal under the
standard inner product(, ), i.e. C⊥ = {v ∈ Fn | (v, c) = 0 for all c ∈ C}. A check (or
parity-check) matrix for C is a generator matrixH for C⊥; the syndrome of a vector
y ∈ Fn is H yT . A codeC is self-orthogonal if C ⊆ C⊥ and isself-dual if C = C⊥.
If c is a codeword then thesupport of c is the set of non-zero coordinate positions ofc.
A constant vector in a codeC overF is one for which all the coordinate entries are either
0 or take a constant non-zero valuea ∈ F . Theall-one vector will be denoted by , and is
the constant vector of weight the length of the code and all entries equal to 1. Two linear
codes of the same length and over the same field areisomorphic if they can beobtained
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from one another by permuting the coordinate positions. Any code is isomorphic to a code
with generator matrix in so-calledstandard form, i.e. the form[Ik | A]; a check matrix
then is given by[−AT | In−k ]. The firstk coordinates are theinformation symbols and
the lastn − k coordinates are thecheck symbols. An automorphism of a codeC is an
isomorphism fromC to C. The automorphism group will be denoted by Aut(C). Any
automorphism clearly preserves each weight class ofC.

Terminology for graphs is standard: the graphs,Γ = (V , E) with vertex setV and
edge setE , are undirected and thevalency of a vertex is the number of edges containing
the vertex. A graph isregular if all the vertices have the same valency; a regular graph is
strongly regular of type(n, k, λ, µ) if it hasn vertices, valencyk, and if any two adjacent
vertices are together adjacent toλ vertices, while any two non-adjacent vertices are together
adjacent toµ vertices. Theline graph of a graphΓ = (V , E) is the graphΓ t = (E, V )

wheree and f are adjacent inΓ t if e and f share a vertex inΓ . Thecomplete graph Kn

onn vertices has forE the set of all 2-subsets ofV . Theline graph of Kn is thetriangular
graph T (n), and it is strongly regular of type

((n
2

)
, 2(n − 2), n − 2, 4

)
.

An alternative way to approach the designs, graphs and codes that we will be looking
at is through the primitive rank-3 action of the simple alternating groupAn, for n ≥ 5, on
the 2-subsets,Ω {2}, of a setΩ of sizen. Theorbits of the stabilizer in An of a 2-subset
P = {a, b} consist of{P} and one of length 2(n − 2) and the other of length

(n−2
2

)
.

We take aspoints the 2-subsets ofΩ and for eachP ∈ Ω {2} we define ablock P̄ to be
{Q ∈ Ω {2} | P ∩ Q 
= ∅, Q 
= P}, i.e. the members of the orbit of length 2(n − 2).
The 2-subsetsP and blocksP̄ form a symmetric 1-

((n
2

)
, 2(n − 2), 2(n − 2)

)
design whose

binary code we will be examining.
Permutation decoding was first developed by MacWilliams [9]. The method is

described fully in MacWilliams and Sloane [10, Chapter 15] and Huffman [8, Section 8].
A PD-set for a t-error-correcting codeC is a setS of automorphisms ofC which is such
that every possible error vector of weights ≤ t can be moved by some member ofS
to another vector where thes non-zero entries have been moved out of the information
positions. In other words, everyt-set of coordinate positions is moved by at least one
member ofS to a t-set consisting only of check-position coordinates. That such a set,
should it exist, will fully use the error-correction potential of the code follows easily and is
proved in Huffman [8, Theorem 8.1]. Furthermore, there is a bound on the minimum size
that the setS may have, due to Gordon [6] (using a result of Schönheim [11]), and quoted
and proved in [8, Theorem 8.2]:

Result 2.1. If S is a PD-set for at-error-correcting[n, k, d]q codeC, andr = n − k, then

|S| ≥
⌈

n

r

⌈
n − 1

r − 1

⌈
. . .

⌈
n − t + 1

r − t + 1

⌉
. . .

⌉⌉⌉
.

Note that this is simply the smallest possible size of a PD-set and computations indicate
that this bound is only met for some rather small cases.

The algorithm for permutation decoding is as follows: given at-error-correcting
[n, k, d]q codeC with generator matrixG = [Ik | A] and check matrixH = [AT | In−k ],
for someA, the firstk coordinate positions correspond to the information symbols and any
vectorv of lengthk is encoded asvG. Supposex is sent andy is received and at mostt
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errors occur. LetS = {g1, . . . , gs} be the PD-set. Compute the weights of the syndromes
H (ygi)

T for i = 1, . . . , s until an i is found such that the weight ist or less. Find the
codewordc that has the same information symbols asygi and decodey ascg−1

i .

3. The binary codes

Let n be any integer and letT (n) denote the triangular graph with vertex setP the
(n
2

)
2-subsets of a setΩ of sizen. The1-designD = (P,B) will have point setP and for
each point (2-subset){a, b} ∈ P , a 
= b, a, b ∈ Ω , a block, which we denote by{a, b}, is
defined inthe following way:

{a, b} = {{a, x}, {b, y} | x 
= a, b; y 
= a, b}.
Thus

B = {{a, b} | a, b ∈ Ω , a 
= b}.
The incidence vector of the block{a, b} is then

v{a,b} =
∑
x 
=a

v{a,x} +
∑
y 
=b

v{b,y} (1)

where, as usual with the notation from [1], the incidence vector of the subsetX ⊆ P is
denoted byvX . Sinceour points here are actually pairs of elements fromΩ , note that we
are using the notationv{a,b} instead ofv{{a,b}}, as discussed in [1]. Further, if a, b, c are
distinct points inΩ , we write

v{a,b,c} = v{a,b} + v{b,c} + v{a,c} (2)

to denote this vector of weight3 in the ambient space. Notice also that for any distinct
a, b, c,

v{a,b} + v{a,c} = v{b,c}. (3)

To avoid trivial cases we will taken ≥ 5. Then in all the followingC will denote the
binary code ofD and ofT (n), andC⊥ will be its dual code.

Wefirstquote from [7] the following result, which is easy to obtain, as is the full weight
enumerator:

Result 3.1. If n is odd, thenC is a
[(n

2

)
, n − 1, n − 1

]
2 code and ifn is even,C is a[(n

2

)
, n − 2, 2(n − 2)

]
2 code.

Lemma 3.2. The minimum weight of C⊥ for n ≥ 5 is 3 and any word of the form v{a,b,c},
where a, b, c are distinct, is in C⊥. If n 
= 6, these are all the words of weight 3 in C⊥, and
the number of words of weight 3 is thus

(n
3

)
. If n = 6, further words of weight 3 have the

form v{a,b} + v{c,d} + v{e, f } where Ω = {a, b, c, d, e, f }; in this case there are 35 words
of weight 3.

Proof. First check that the minimum weight cannot be smaller: supposew = v{a,b}+v{c,d}
wherea, b, c, d are all distinct. Ife ∈ Ω is distinct from all these (suchan element will
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exist since we are takingn ≥ 5), then(w, v{a,e}) = 1. If w = v{a,b} + v{a,d}, then
(w, v{a,b}) = 1. So the minimum weight is at least 3, and precisely this since it is easy
to check that any vectorw = v{a,b,c} as defined in Eq. (2), is in C⊥. Looking for other
possible vectors of weight 3 inC⊥, the only case that is not immediately ruled out is
w = v{a,b} + v{c,d} + v{e, f } wherea, b, c, d, e, f are all distinct (son ≥ 6). If there is
another elementg ∈ Ω , then (w, v{a,g}) = 1, but if n = 6 thenw ∈ C⊥, giving 15
additional weight-3 vectors inC⊥. �

Lemma 3.3. If n is even then C ⊆ C⊥ and C is doubly-even; if n is odd, C ⊕ C⊥ = FP
2 .

For any n,  ∈ C⊥.

Proof. Since blocks are of even size 2(n − 2), that  ∈ C⊥ is immediate. For the first
statement, consider(v{a,b}, v{c,d}). If {a, b} = {c, d} then this is zero. Ifd = a, then the
inner product isn + 2 = 0 if n is even. Ifa, b, c, d are all distinct, then the inner product
is 4 ≡ 0 (mod 2).

For anya, b ∈ Ω , we have∑
c 
=a,b

v{a,b,c} =
∑

c 
=a,b

v{a,b} +
∑

c 
=a,b

v{a,c} +
∑

c 
=a,b

v{b,c} = (n − 2)v{a,b} + v{a,b}.

Thus if n is odd,v{a,b} ∈ C + C⊥ for anya, b, while for n even weobtain once again that
v{a,b} ∈ C⊥. ClearlyC is doubly-even whenn is even. �

Proposition 3.4. For n ≥ 5, the automorphism group of the binary code C of the
triangular graph T (n) is Sn unless n = 6, in which case the automorphism group of
the code is PGL4(2) ∼= A8.

Proof. In all cases, any automorphism of the graph will define an automorphism of the
design and of the code. Since the group of the complete graph is obviouslySn , and the
group of its line graph is the same (by a theorem of Whitney [13]), the automorphism group
of the code will containSn . We now use the fact that, forn 
= 6, the automorphism group
preserves (and is transitive on) both pairs of letters ofΩ and triples of letters ofΩ to show
that any automorphism ofC induces a permutation onΩ . Indeed, forg ∈ G = Aut(C), g
preserves the words of weight 3 inC⊥, and thus, forn 
= 6, g maps pairs of elements to
pairs of elements, and triples of elements to triples of elements; this will be used to define
an action ofg onΩ .

Let g ∈ G. Theng is given as an element of S(n
2)

. We wish to define an action ofg onΩ .

Let x ∈ Ω . For arbitrary a, b ∈ Ω , a, b, x distinct, supposeg : v{a,b,x} �→ v{a1,b1,x1}. So
a map isinduced on triples of elements ofΩ by g : {a, b, x} �→ {a1, b1, x1}. Sinceg
preserves incidence of points ofD on words ofC⊥, i.e. g preserves incidence of pairs of
elements ofΩ on triples, we have, without loss of generality,

g :




{a, b, x} �→ {a1, b1, x1}
{a, b} �→ {a1, b1}
{a, x} �→ {a1, x1}
{b, x} �→ {b1, x1}.
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To preserve incidence then we will attempt to defineg on Ω by g : {a, x} ∩ {b, x} �→
{a1, x1} ∩ {b1, x1}, i.e. g : x �→ x1 (anda �→ a1, b �→ b1).

We need to check that this is indeed well-defined. Take first another triple of the form
{a, c, x} wherec 
= b. Since g : {a, x} �→ {a1, x1} we must have{a1, x1} incident
with ({a, c, x})g, and sog : {a, c, x} �→ {a1, c1, x1}. Thus g : {c, x} �→ {c1, x1}
or {a1, c1}. Supposeg : {c, x} �→ {a1, c1} and hence alsog : {a, c} �→ {x1, c1}.
Then ({b, c, x})g must containb1, x1, a1, c1, and so wemust haveb1 = c1. But then
({a, b, x})g = {a1, b1, x1} = {a1, c1, x1} = ({a, c, x})g, which is impossible sinceg is
a permutation on triples. Thusg : {c, x} �→ {x1, c1} and again we getg : x �→ x1, and
g : c �→ c1. If we now take any triple{x, y, z} containingx , we look first at{a, y, x} as
above, and then at{z, y, x} and haveg : x �→ x1, as required. Thereforeg is defined inSn ,
and Aut(C) = Sn .

In casen = 6, there are more words of weight 3 inC⊥, so wecannot use this argument
since we cannot assume that the vectors of the formv{a,b,c} are mapped to one another.
In this caseC is a [15, 4, 8]2 code and its dual is a[15, 11, 3]2 code. A generator matrix
for C must thus have every pair of columns linearly independent, i.e. distinct, and soC is
thedual of the Hamming code of length 15. Its automorphism group is well known to be
PGL4(2). �

Now we look for bases of minimum-weight vectors forC andC⊥. Clearly if n is even
thenC has a basis of minimum-weight vectors since the incidence vectors of the blocks
are the minimum-weight vectors and spanC by definition.

Lemma 3.5. Let Ω = {a1, a2, . . . , an}. The set of n − 1 vectors

S = {v{ai ,ai+1} | 1 ≤ i ≤ n − 1}
is a spanning set for C. For n odd S is a basis; for n even S\{v{an−1,an}} is a basis of
minimum-weight vectors.

Proof. Note that for 2 ≤ i ≤ n, v{a1,ai } = ∑i−1
j=1 v{a j ,a j+1}, and thus v{ai ,a j } =

v{a1,ai } + v{a1,a j } can be written as a sum of vectors inS and soS spansC. Since for
n odd the size ofS is the dimension ofC, the setS gives a basis forC whenn is odd.

If n = 2m we know that
∑

v{a,b} = 0, where the sum ranges over a set ofm disjoint

pairs of elements ofΩ . Hence for n even we have, from
∑n−1

j=1 v{a j ,a j+1} = v{a1,an}, and

v{a1,an} + ∑m−1
j=1 v{a2 j ,a2 j+1} = 0, a non-trivial linear relation amongst the vectors inS,

from which it follows that the vectors are linearly dependent. Since

v{a1,a2} + v{a3,a4} + · · · + v{an−1,an} = v{a2,a3} + v{a4,a5} + · · · + v{an−2,an−1},

we can omitv{an−1,an} from the spanning set.�

Lemma 3.6. C has a basis of minimum-weight vectors.

Proof. For n even, this follows from Lemma 3.5. For n odd, the minimum weight of
C is n − 1 and there are exactly n minimum-weight vectors, which have the form, for
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eacha ∈ Ω ,

wa =
∑

v{ai ,a j },

where the sum is over a set of(n − 1)/2 disjoint pairs of elements ofΩ\{a}. Then for
a 
= b, wecan write

wa + wb = v + v{b,c} + v + v{a,c} = v{a,b},

showing that thewa spanC, andhenceC is also spanned by minimum-weight vectors
whenn is odd. Notice that

n∑
i=1

wai = (wa1 + wa2) + · · · + (wan−2 + wan−1) + wan

= v{a1,a2} + · · · + v{an−2,an−1} + wan

= wan + wan = 0,

and thus{wai | 1 ≤ i ≤ n − 1} is a basis forC. �
Lemma 3.7. C⊥ has a basis of minimum-weight vectors for n odd, but not for n even.

Proof. TakeΩ = {1, 2, . . . , n}. Forn 
= 6, the minimum-weight vectors ofC⊥ are of the
form

v{a,b,c} = v{a,b} + v{a,c} + v{b,c}.

Let S be the following set of these vectors:

S = {v{i, j, j+1} | 1 ≤ i < j ≤ n − 1}.
Notice thatS has size

(n−1
2

)
. We order thepoints ofP in the following way:

{1, 2}, {1, 3}, . . . , {1, n − 1}, {2, 3}, . . . , {2, n − 1}, . . . , {n − 2, n − 1}, (4)

followed by the remaining points

{1, n}, {2, n}, . . . , {n − 1, n}. (5)

We show that forn 
= 6 everyvector of weight 3 is in the span ofS. Using the ordering
of the points as given above, it will follow that the vectors inS span a space of dimension(n−1

2

) = (n
2

) − (n − 1). Thus forn odd the span ofS is thedual codeC⊥, whereas forn
even itis not. In the even case the all-one vector needs to be adjoined. If this is done at
the bottom of the generator matrix forC⊥ then thepoints from Eq. (5) up to{n − 2, n} can
be taken as the lastn − 2 coordinates, while the position corresponding to{n − 1, n} can
be placed in front of this set.

For this, wehave, for 1≤ i < j < j + 1 < k ≤ n,

v{i, j,k} = v{i, j, j+1} + v{i, j+1,k} + v{ j, j+1,k},

and induction will show that every vector of the formv{i, j,k} is in the span ofS. Further,
ordering the points as given, and the vectors ofS in the same way, by the smallest two
elements, produces an upper triangular matrix which clearly has the rank given above.�
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Note. The generator matrix obtained forC⊥ in the above ordering can be reduced to the
form [Ik | A] wherek is the dimension ofC⊥. If the points are re-ordered with the firstk
put at the end thenthe matrix is[A | Ik]. This is now standard form for the codeC, and the
corresponding generator matrix forC has the form[IN−k | AT ] whereN = (n

2

)
.

4. PD-sets

In this section we proveTheorem 1.1.
In order to get our generator matrix into standard form, as described above, we order

thepoint setP by taking the set from Eq. (5), i.e.

P1 = {1, n}, P2 = {2, n}, . . . , Pn−1 = {n − 1, n}, (6)

first, followed by the setfrom Eq. (4), i.e.

Pn = {1, 2}, Pn+1 = {1, 3}, . . . , P2n−2 = {2, 3}, . . . , P(n
2)

= {n − 2, n − 1}. (7)

The generator matrix forC⊥, using the words of weight 3 (with if n is even), is then
a check matrix forC in standard form. Thus the generator matrix forC will also be in
standard form, with the firstn − 1 coordinates the information symbols forn odd, and the
first n − 2 for n even.

Proof of Theorem 1.1. Suppose first thatn is odd. Order the points of the coordinate set
P as described in Eqs. (6) and (7) so that the first n − 1 points are in the information
positions.

Now C can correctt = (n − 3)/2 errors. We need a setS of elements ofG = Sn =
Aut(C) such that everyt-set of elements ofP is moved by some element of S into the
check positions. If thes ≤ t positions are all in the check positions, then we can use the
identity element, 1G , to keep these in the check positions.

Suppose thes ≤ t positions occur at

{a1, n}, {a2, n}, . . . , {ar , n},
distinct points in the information positions, and at

{b1, c1}, {b2, c2}, . . . , {bm, cm},
distinct points in the check positions, wherer + m = s ≤ t . Thenumber of elements ofΩ
in the set

T = {a1, . . . , ar } ∪ {b1, . . . , bm} ∪ {c1, . . . , cm} ⊆ Ω\{n}
is at mostr + 2m. Sincer + m ≤ t = (n − 3)/2, we have 2r + 2m ≤ n − 3, and so
r + 2m ≤ n − 3. Thus there are elements other thann in Ω that are not inT ; let d be one
of these. The transpositionσ = (d, n) will map ther elements

{a1, n}, {a2, n}, . . . , {ar , n}
out of the information positions, as required, and fix them elements already in the check
positions.
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It follows that the given setS = {1G} ∪ {(i, n) | 1 ≤ i ≤ n − 1} forms a PD-set ofn
group elements for the code. This completes the proof for the casen odd.

Now supposen is even. Againwe order the points as in Eqs. (6) and (7) so that now the
pointsP1, P2, . . . , Pn−2 are in the information positions,I, and the remaining points ofP ,
starting withPn−1 = {n − 1, n}, then followed by Pn, . . . , P(n

2)
, are inthe checkpositions,

E . In thiscase we need to correctt = n − 3 errors, sincethe minimum weight is 2(n − 2).
We claim that

S = {1G} ∪ {(i, n) | 1 ≤ i ≤ n − 1} ∪ {[(i, n − 1)( j, n)]±1 | 1 ≤ i, j ≤ n − 2}
is a PD-set forC. Note that|S| = 1+ n − 1 + 2(n − 2) + (n − 2)(n − 3) = n2 − 2n + 2.

We need to show that everyt-tuple T of points ofP can be moved into the check
positionsE by some member ofS. Consider the various cases for the members ofT :

(i) if all the t positions are inE then 1G will do;

(ii) if all the t positions are inI then(n − 1, n) will do;

(iii) if some a ∈ Ω\{n} does not occur in any member ofT then(a, n) will do.

We can thus restrict attention to those setsT for which everya ∈ Ω appears in some
2-subset inT . We show that if {a, b} ∈ T anda does not occur again in any element ofT ,
then an element ofS can be found to mapT into E . Consider the possible cases:

(iv) a = n andb = n − 1, then 1G will do; if b 
= n − 1, then(b, n − 1) will do;

(v) a 
= n andb = n then if a = n − 1, (n, n − 1) will do and if a 
= n − 1 then
(a, n, n − 1) = (a, n)(a, n − 1) will do;

(vi) a 
= n andb 
= n then if a = n − 1, (b, n − 1)(b, n) will do; if a 
= n − 1, then if
b = n − 1, (a, n) will do and if b 
= n − 1, (a, n)(b, n − 1) will do.

So if there is a 2-subset{a, b} ∈ T suchthata occurs only once, our set of permutations
will form a PD-set. Now everya ∈ Ω occurs and if every element appears more than once
we would have 2n elements to place in 2t = 2(n − 3) positions, which is impossible.�
Note. (1) The computational complexity of the decoding by this method may be quite low,
of the ordern1.5 if the elements of the PD-set are appropriately ordered. The codes are low
density parity check (LDPC) codes.

(2) The permutations given in the setS need to be written as permutations on the points
P1, P2, . . . , P(n

2)
. Thus, for example, ifn = 6, then with the ordering of the points as given

in Eqs. (6) and (7),

(1, 6) ≡ (P2, P6)(P3, P7)(P4, P8)(P9, P5)

(1, 5)(1, 6) ≡ (P1, P9, P5)(P2, P6, P12)(P3, P7, P14)(P4, P8, P15).

(3) Forn ≥ 5 odd the lower bound inResult 2.1has an explicit form, i.e. (n − 1)/2.
This follows directly from the given formula.

(4) For n even the lower bound ofResult 2.1 is not as easily simplified. From
computations (using Magma [3]) up to a large value ofn, the following formula appears
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to hold for this bound forn ≥ 18 (smaller values ofn seem to be unrepresentative of the
general rule): writingk ≡ n−18

2 (mod 6) ∈ {0, 1, 2, 3, 4, 5}, the lower bound forn is

n − 2 + 10

⌊
n − 6

12

⌋
+ k +

⌊
k

2

⌋
.

In this case the size of the PD-sets we have found are of the order ofn2; some Magma
output below illustrates the comparison of this with the lower bound. The first column
gives the value ofn, the second the code length, the third the number of errors corrected,
the fourth the value of the lower bound, and the fifth the size of the PD-set we constructed.
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