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#### Abstract

It is shown that for $n \geq 5$ and $r \leq \frac{n-1}{2}$, if an $(n, M, 2 r+1)$ binary code exists, then the $r^{\text {th }}$-order Reed-Muller code $\mathcal{R}(r, n)$ has $s$-PD-sets of the minimum size $s+1$ for $1 \leq s \leq M-1$, and these PD-sets correspond to translations of the vector space $\mathbb{F}_{2}^{n}$. In addition, for the first order Reed-Muller code $\mathcal{R}(1, n), s$-PD-sets of size $s+1$ are constructed for $s$ up to the bound $\left\lfloor\frac{2^{n}}{n+1}\right\rfloor-1$. The results apply also to generalized Reed-Muller codes.
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## 1 Introduction

In [15] it was shown that partial permutation decoding can be used for the first and second order Reed-Muller codes $\mathcal{R}(1, n)$ and $\mathcal{R}(2, n)$, which are $\left[2^{n}, n+1,2^{n-1}\right]_{2}$ and $\left[2^{n}, 1+n+\right.$ $\left.\binom{n}{2}, 2^{n-2}\right]_{2}$ codes, respectively, by obtaining $s$-PD-sets for $s=n-1, n+1, n-3$ (see Result 3 in Section 4). These sets were quite large, and consisted of special collections of translations of $\mathbb{F}_{2}^{n}$. Since the efficiency of permutation decoding is highest if the PD-set is small, the smallest possible such set to correct a specific number of errors is sought; to correct $s$ errors, the smallest size of a set is $s+1$ according to the Gordon-Schönheim bound [10, 20]. Here we show that a set of translations of size $M$ will provide an ( $M-1$ )-PD-set for $\mathcal{R}(r, n)$, for $1 \leq r \leq \frac{n-1}{2}$, provided that an $(n, M, 2 r+1)$ binary code exists.

In addition, we use a construction due to [3] for $\mathcal{R}(1, n)$, which is an extension of a construction in [8] for simplex codes, to describe $s$-PD-sets of the minimum size $s+1$ for all $s$ such that $1 \leq s \leq\left\lfloor\frac{2^{n}}{n+1}\right\rfloor-1$. The upper bound here is greater than the size $M$ of the code used for the construction using translations mentioned above, except in the case when $n=2^{m}-1$.

Since there are many constructions of $(n, M, 2 r+1)$ binary codes for $r \geq 1$, for all $n$ the method of Theorem 1 below, with translations of $\mathbb{F}_{2}^{n}$, will provide partial permutation decoding for large values of $s$ and using the most efficient size decoding set, i.e. of size $s+1$. Note that the maximum number of errors that $\mathcal{R}(r, n)$ can correct is $2^{n-r-1}-1$. The
maximum value of $s$ for which an $s$-PD-set of size $s+1$ for $\mathcal{R}(r, n)$ can exist is $F_{n, r}=\left\lfloor\frac{2^{n}}{d}\right\rfloor-1$, where $d=\sum_{i=0}^{r}\binom{n}{i}$, (i.e. $\operatorname{dim}(\mathcal{R}(r, n))$ ), as is shown in Lemma 1, Section 2.

The main theorem is:
Theorem 1. For $n \geq 5,1 \leq r \leq \frac{n-1}{2}$, let $C$ be an $(n, M, 2 r+1)$ binary code. For each $c \in C$, let $T_{c}$ denote the translation of $V=\mathbb{F}_{2}^{n}$ by $c$. Then $P_{C}=\left\{T_{c} \mid c \in C\right\}$ is an ( $M-1$ )-PD-set of size $M$ for $\mathcal{R}(r, n)$ using the information set $\mathcal{I}_{n, r}$ defined in Equation (2). For $\mathcal{R}(1, n)$, $s$-PD-sets of size $s+1$ exist for $1 \leq s \leq\left\lfloor\frac{2^{n}}{n+1}\right\rfloor-1$.

Note: 1. The results of the theorem easily extend to generalized Reed-Muller codes, $\mathcal{R}_{\mathbb{F}_{q}}(\rho, n)$ : see Section 7 .
2. The special construction for $\mathcal{R}(1, n)$ was posted at arXiv.org (see full reference in the footnote at the end of Section 5) while this paper was under review. The construction in that posting is virtually identical to the one in this paper.

In order to correct as many errors as possible using this method, we would like $M$ to be as large as possible. The number $A_{2}(n, d)$ is defined to be the largest value of $M$ for which there exists a binary $(n, M, d)$ code. Tables of values and/or bounds for $A_{2}(n, d)$ can be found in most coding theory text books, and for values of $n$ up to 27 and $3 \leq d \leq 15$ at http://www.win.tue.nl/~aeb/codes/binary-1.html ([5]). For our theorem, the spherepacking bound gives an upper bound for $A_{2}(n, 2 r+1)$ of $\left\lfloor 2^{n} /\left(\sum_{i=0}^{r}\binom{n}{r}\right)\right\rfloor$. Linear $(n, M, d)$ binary codes, for $d \geq 1$ odd, are obtained for all suitably large $n$ in [6]. For $\mathcal{R}(1, n)$ we construct these $s$-PD-sets of size $s+1$ for $s$ up to the maximum value for which $s$-PD-sets of size $s+1$ can exist, viz. $F_{n}=\left\lfloor\frac{2^{n}}{n+1}\right\rfloor-1$.

After describing general background concepts and terminology in Section 2, and information on the Reed-Muller codes in Section 3, we prove the first part of Theorem 1 in Section 4 as Proposition 1. The construction of the $s$-PD-sets of size $s+1$ for $1 \leq s \leq\left\lfloor\frac{2^{n}}{n+1}\right\rfloor-1$ for $\mathcal{R}(1, n)$ is given as Corollary 4 in Section 5 . Any computations were done with Magma [7, 4] or GAP [9], and a link to a Magma program to obtain some of these sets and to test their error correction ability is given in Section 6. The extension to generalized Reed-Muller codes is briefly outlined in Section 7.

## 2 Background and terminology

The notation for codes is standard and can be found in [1]. For linear codes the notation $[n, k, d]_{q}$ will be used for a $q$-ary code $C$ of length $n$, dimension $k$, and minimum weight $d$, where the weight $\boldsymbol{w t}(\boldsymbol{v})$ of a vector $v$ is the number of non-zero coordinate entries. The distance, $d(u, v)$, between two vectors $u, v$ is $\mathrm{wt}(u-v)$, i.e. the number of coordinate places in which they differ. The minimum distance of a code is the smallest distance between distinct codewords. For a code, not necessarily linear, of length $n$ containing $M$ codewords, of minimum distance $d$, we write $(n, M, d)$. A generator matrix for an $[n, k, d]_{q}$ code $C$ is a $k \times n$ matrix whose rows form a basis for $C$, and the dual code $C^{\perp}$ is the orthogonal under the standard inner product (, ), i.e. $C^{\perp}=\left\{v \in \mathbb{F}_{q}^{n} \mid(v, c)=0\right.$ for all $\left.c \in C\right\}$. A check matrix for $C$ is a generator matrix for $C^{\perp}$. The all-one vector is denoted by $\boldsymbol{\jmath}$.

Following [1, Definition 2.2.3], two linear codes over the same field are called equivalent if each can be obtained from the other by permuting the coordinate positions and multiplying each coordinate by a non-zero field element. Our codes here are all binary, i.e. over $\mathbb{F}_{2}$, so multiplication by field elements need not be taken into consideration, and equivalent codes will be said to be isomorphic. An automorphism of a code $C$ is an isomorphism from $C$ to $C$, and the set of all these gives the automorphism group of the code, written Aut $(C)$. Any code is isomorphic to a code with generator matrix in so-called standard form, i.e. the form $\left[I_{k} \mid A\right]$; a check matrix then is given by $\left[-A^{T} \mid I_{n-k}\right]$. The set of the first $k$ coordinate positions in the standard form is called an information set for the code, and the set of the last $n-k$ coordinate positions is the corresponding check set.

Permutation decoding was developed by MacWilliams [17] and Prange [19] and involves finding a set of automorphisms of a code called a PD-set. The method is described fully in MacWilliams and Sloane [18, Chapter 16, p. 513] and Huffman [12, Section 8]. In [13] and [16] the definition of PD-sets was extended to that of $s$-PD-sets for $s$-error-correction:

Definition 1. If $C$ is a t-error-correcting code with information set $\mathcal{I}$ and check set $\mathcal{C}$, then a PD-set for $C$ is a set $\mathcal{S}$ of automorphisms of $C$ which is such that every $t$-set of coordinate positions is moved by at least one member of $\mathcal{S}$ into the check positions $\mathcal{C}$.

For $s \leq t$ an $s$-PD-set is a set $\mathcal{S}$ of automorphisms of $C$ which is such that every s-set of coordinate positions is moved by at least one member of $\mathcal{S}$ into $\mathcal{C}$.

The algorithm for permutation decoding is as follows: we have a $t$-error-correcting $[n, k, d]_{q}$ code $C$ with check matrix $H$ in standard form. Thus the generator matrix $G=$ $\left[I_{k} \mid A\right]$ and $H=\left[-A^{T} \mid I_{n-k}\right]$, for some $A$, and the first $k$ coordinate positions correspond to the information symbols. Any vector $v$ of length $k$ is encoded as $v G$. Suppose $x$ is sent and $y$ is received and at most $t$ errors occur. Let $S=\left\{t_{1}, \ldots, t_{r}\right\}$ be the PD-set. Writing $y t_{i}$ for the image of $y$ under the automorphism $t_{i}$, compute the syndromes $H\left(y t_{i}\right)^{T}$ for $i=1, \ldots, r$ until an $i$ is found such that the weight of this vector is $t$ or less. Compute the codeword $c$ that has the same information symbols as $y t_{i}$ and decode $y$ as $c t_{i}^{-1}$.

Notice that this algorithm actually uses the PD-set as a sequence. Thus it is expedient to index the elements of the set $S$ by the set $\{1,2, \ldots,|S|\}$ so that elements that will correct a small number of errors occur first. Thus if nested $s$-PD-sets are found for all $1<s \leq t$ then we can order $S$ as follows: find an $s$-PD-set $S_{s}$ for each $0 \leq s \leq t$ such that $S_{0} \subset S_{1} \ldots \subset S_{t}$ and arrange the PD-set $S$ as a sequence in this order:

$$
S=\left[S_{0},\left(S_{1}-S_{0}\right),\left(S_{2}-S_{1}\right), \ldots,\left(S_{t}-S_{t-1}\right)\right]
$$

(Usually one takes $S_{0}=\{i d\}$.)
There is a bound on the minimum size that a PD-set $S$ may have, due to Gordon [10], from a formula due to Schönheim [20], and quoted and proved in [12]:

Result 1. If $S$ is a $P D$-set for a t-error-correcting $[n, k, d]_{q}$ code $C$, and $r=n-k$, then

$$
\begin{equation*}
|S| \geq G(t)=\left\lceil\frac{n}{r}\left\lceil\frac{n-1}{r-1}\left\lceil\ldots\left\lceil\frac{n-t+1}{r-t+1}\right\rceil \ldots\right\rceil\right\rceil\right\rceil \tag{1}
\end{equation*}
$$

This result can be adapted to $s$-PD-sets for $s \leq t$ by replacing $t$ by $s$ in the formula for $G(s)$.

The following lemma is a generalization of specific results from $[8,3]$.
Lemma 1. If $C$ is a t-error-correcting $[n, k, d]_{q}$ code, $1 \leq s \leq t$, and $S$ is an $s$ - $P D$-set of size $G(s)$ then $G(s) \geq s+1$. If $G(s)=s+1$ then $s \leq\left\lfloor\frac{n}{k}\right\rfloor-1$.

Proof: Since $n-m+1 \geq n-k-m+1$ for each $1 \leq m \leq s$, the innermost term is at least 2 and each term must increase by at least 1 , and thus $G(s) \geq s+1$. If $G(s)=s+1$ then each term increase by exactly 1 , and the innermost term is exactly 2 , so we have $\left\lceil\frac{n-s+1}{n-k-s+1}\right\rceil=2$, i.e. $s \leq n-2 k+1$ for the innermost term. So $\left\lceil 2\left(\frac{n-s+2}{n-k-s+2}\right)\right\rceil=2+\left\lceil\frac{2 k}{n-k-s+2}\right\rceil=3$ for the next inner term, and thus $s \leq n-3 k+2$. Continuing like this gives $s \leq n-(m+1) k+m$ for the $m^{t h}$ inner term, and finally $s \leq n-(s+1) k+s$ for the $s^{t h}$ and final term, and thus $s \leq\left\lfloor\frac{n}{k}\right\rfloor-1$.

A simple argument yields that the worst-case time complexity for the decoding algorithm using an $s$-PD-set of size $m$ on a code of length $n$ and dimension $k$ is $\mathcal{O}(n k m)$. This is best done using the nested PD-sets, since the assumption on the channel is that correct data is more likely to arrive than incorrect. Thus for the correction of $s$ errors, the smaller the size of the $s$-PD-set the better, and $s+1$ is the best one can do, as shown above. Clearly our new sets to correct the same number of errors as were corrected by the sets in our earlier paper [15] are smaller and thus the complexity is lower.

We aim to find $s$-PD-sets of size $s+1$ as far as the upper bound $\left\lfloor\frac{n}{k}\right\rfloor-1$, if possible. Note that the choice of information set is important.

## 3 Reed-Muller codes

We use the notation of [1, Chapter 5] or [2] for Reed-Muller codes; see also [18, Chapter 13]. Let $V$ be the vector space $\mathbb{F}_{2}^{n}$ of $n$-tuples, with standard basis. The codes will be binary codes with ambient space the function space $\mathbb{F}_{2}^{V}$, with the usual basis of characteristic functions of the vectors of $V$. Since the characteristic function of a vector $\left(a_{1}, \ldots, a_{n}\right)$ has the same values as the polynomial product $\prod_{i=1}^{n} x_{i}^{a_{i}}\left(1+x_{i}\right)^{1-a_{i}}$ in the commuting indeterminates $x_{1}, \ldots, x_{n}$, where the $a_{i}$ are interpreted as integers when being used as exponents, the elements of $\mathbb{F}_{2}^{V}$ may be considered as polynomials and may be reduced modulo the ideal generated by $x_{i}^{2}-x_{i}, 1 \leq i \leq n$, as $a^{2}=a$ for every $a \in \mathbb{F}_{2}$. Furthermore, every polynomial can be written uniquely as a linear combination of the $2^{n}$ monomial functions

$$
\mathcal{M}=\left\{x_{1}^{i_{1}} x_{2}^{i_{2}} \ldots x_{n}^{i_{n}} \mid 0 \leq i_{k} \leq 1, \text { for } 1 \leq k \leq n\right\}
$$

For any such monomial the degree $r$ is the total degree, i.e. $r=\sum_{k=1}^{n} i_{k}$ and clearly $0 \leq r \leq n$.

The Reed-Muller codes can be defined as follows (see [1, Definition 5.2.1]):
Definition 2. Let $V=\mathbb{F}_{2}^{n}$ be the vector space of $n$-tuples, for $n \geq 1$, over $\mathbb{F}_{2}$. For any $r$ such that $0 \leq r \leq n$, the $\boldsymbol{r}^{\text {th }}$-order Reed-Muller code $\mathcal{R}(r, n)$ is the subspace of
$\mathbb{F}_{2}^{V}$ (with basis the characteristic functions of vectors in $V$ ) of all n-variable polynomial functions (reduced modulo $x_{i}^{2}-x_{i}$ ) of degree at most $r$. Thus

$$
\left.\mathcal{R}(r, n)=\left\langle x_{1}^{i_{1}} x_{2}^{i_{2}} \cdots x_{n}^{i_{n}}\right| 0 \leq i_{k} \leq 1, \text { for } 1 \leq k \leq n, \sum_{k=1}^{n} i_{k} \leq r\right\rangle
$$

These codes are thus codes of length $2^{n}$ and the codewords are obtained by evaluating the $n$-variable polynomials in the subspace at all the points of the vector space $V=\mathbb{F}_{2}^{n}$.

The code $\mathcal{R}(n-r, n)$ is the binary code of the affine geometry design $A G_{n, r}\left(\mathbb{F}_{2}\right)$ of points (vectors) and $r$-flats in $\mathbb{F}_{2}^{n}$, i.e. the row span over $\mathbb{F}_{2}$ of an incidence matrix of points against $r$-flats of this geometry, denoted by $C_{2}\left(A G_{n, r}\left(\mathbb{F}_{2}\right)\right)$ : see [1, Theorem 5.7.9].

The standard well-known facts concerning $\mathcal{R}(r, n)$ (see, for example, [1, Theorem 5.3.3]), can be summarized as:

Result 2. For $0 \leq r \leq n$, $\mathcal{R}(r, n)$ is a $\left[2^{n},\binom{n}{0}+\binom{n}{1}+\cdots+\binom{n}{r}, 2^{n-r}\right]_{2}$ binary code. Furthermore, $\mathcal{R}(r, n)=C_{2}\left(A G_{n, n-r}\left(\mathbb{F}_{2}\right)\right)$ and the minimum-weight vectors are the incidence vectors of the $(n-r)$-flats. The automorphism group of $\mathcal{R}(r, n)$ is the affine group $A G L_{n}\left(\mathbb{F}_{2}\right)$ for $0<r<n-1$.

With $V=\mathbb{F}_{2}^{n}$ and $C_{i}=\{v \in V \mid \operatorname{wt}(v)=i\}$, it is easily seen (see [15]) that, for all $n \geq 0$, and $0 \leq r \leq n$,

$$
\begin{equation*}
\mathcal{I}_{n, r}=\bigcup_{i=0}^{r} C_{i}=\{v \in V \mid 0 \leq \mathrm{wt}(v) \leq r\}=\left\{\nu_{i} \left\lvert\, 1 \leq i \leq 1+\binom{n}{1}+\ldots\binom{n}{r}\right.\right\} \tag{2}
\end{equation*}
$$

is an information set for $\mathcal{R}(r, n)$.
In [15] we proved the following:
Result 3. Let $V=\mathbb{F}_{2}^{n}$ and let $T_{u}$ denote the translation of $V$ by $u \in V$,

$$
A_{n}=\left\{T_{u} \mid u \in C_{0} \cup C_{1} \cup C_{2} \cup C_{n}\right\}, B_{n}=A_{n} \cup\left\{T_{u} \mid u \in C_{3}\right\}
$$

then

1. $A_{n}$ is an $(n-1)$-PD-set of size $\frac{1}{2}\left(n^{2}+n+4\right)$ for $\mathcal{R}(1, n)$ and $n \geq 5$ using the information set $\mathcal{I}_{n, 1}$;
2. $B_{n}$ is an $(n+1)$-PD-set of size $\frac{1}{6}\left(n^{3}+5 n+12\right)$ for $\mathcal{R}(1, n)$ and $n \geq 6$ using the information set $\mathcal{I}_{n, 1}$;
3. $B_{n}$ is an $(n-3)$ - $P D$-set of size $\frac{1}{6}\left(n^{3}+5 n+12\right)$ for $\mathcal{R}(2, n)$ and $n \geq 8$ using the information set $\mathcal{I}_{n, 2}$.

The translation group $T_{n}\left(\mathbb{F}_{2}\right)$ acts on $\mathcal{R}(r, n)$ in the following way: for each $u \in V$, denote by $T_{u}$ the translation of $V$ given by $T_{u}: v \mapsto v+u$. This mapping acts on $\mathcal{R}(r, n)$ by $f \mapsto f_{u}=f_{\circ} T_{u}$, i.e. $f_{u}(v)=f(u+v)$ for all $v \in V$.

## $4 s$-PD-sets of size $s+1$ for $\mathcal{R}(r, n)$

As noted in Section 1, we denote by $A_{2}(n, d)$ the largest value of $M$ for which there exists a binary $(n, M, d)$ code.

We now prove the first part of Theorem 1:
Proposition 1. For $n \geq 4,1 \leq r \leq \frac{n-1}{2}$, let $C$ be an $(n, M, 2 r+1)$ binary code. For each $c \in C$, let $T_{c}$ be the translation defined by $c$ on $V=\mathbb{F}_{2}^{n}$. Then $P_{C}=\left\{T_{c} \mid c \in C\right\}$ is an ( $M-1$ )-PD-set of size $M$ for $\mathcal{R}(r, n)$ with information set $\mathcal{I}_{n, r}$.

Proof: We use a pigeon-hole argument: let $\mathcal{T}=\left\{u_{k} \mid 1 \leq k \leq M-1\right\}$ be a set of $M-1$ vectors in the coordinate set that cannot be taken into the check set by any member of $P_{C}$. Then for each $c \in C$ there is a $u \in \mathcal{T}$ such that $u T_{c} \in \mathcal{I}_{n, r}$. Since there are $M$ vectors $c$ and only $M-1$ members of $\mathcal{T}$, there must be a $u \in \mathcal{T}$ which is such that $u T_{c} \in \mathcal{I}_{n, r}$ and $u T_{d} \in \mathcal{I}_{n, r}$ where $c \neq d$. Thus $u T_{c}=\nu_{k}, u T_{d}=\nu_{l}$, so $u=\nu_{k} T_{c}=\nu_{l} T_{d}$, since $T_{e}^{-1}=T_{e}$ for all vectors $e$. Now $\nu_{k} T_{c}=\nu_{k}+c=c+x$, where $\mathrm{wt}(x) \leq r$, i.e. a vector in a sphere of radius $r$ with centre $c \in C$. Since spheres of radius $r$ with centres the codewords $c \in C$ cannot overlap, due to $C$ having minimum distance $2 r+1$, we cannot have $\nu_{k} T_{c}=\nu_{l} T_{d}$ for distinct $c$ and $d$. Thus we have an $(M-1)$-PD-set.

Corollary 2. For $n \geq 5,1 \leq r \leq \frac{n-1}{2}, \mathcal{R}(r, n)$ has $s$-PD-sets of size $s+1$ for $1 \leq s \leq$ $A_{2}(n, 2 r+1)-1$. In particular, if $n=2^{m}-1, r=1$, then this holds up to the maximum $s=F_{n, 1}=2^{n-m}-1$.

From Lemma 1 we saw that the maximum value of $s$ for which an $s$-PD-set of size $s+1$ for $\mathcal{R}(r, n)$ can exist is

$$
\begin{equation*}
F_{n, r}=\left\lfloor\frac{2^{n}}{k}\right\rfloor-1 \text { where } k=\sum_{i=0}^{r}\binom{n}{i} \tag{3}
\end{equation*}
$$

For $\mathcal{R}(1, n)$ we write

$$
\begin{equation*}
F_{n}=F_{n, 1}=\left\lfloor\frac{2^{n}}{n+1}\right\rfloor-1 \tag{4}
\end{equation*}
$$

By the sphere-packing bound, $A_{2}(n, 3) \leq F_{n}+1$. From the various values for $A_{2}(n, 3)$ that have been determined, it appears that we only have $A_{2}(n, 3)=F_{n}+1$ if $n=2^{m}-1$ for some $m$, and here we have the perfect Hamming code for $C$, i.e. $\mathcal{H}_{m}$ (see [1, Chapter 2]). Thus this method will never give sets all the way up to the upper bound and hence the sets constructed in Section 5 below do not arise from a code of minimum distance 3. The construction there is quite different, and the automorphisms are not translations.

To show that the new results are an improvement over those in Result 3, as an example, according to [5] (and many standard texts on coding theory, for example [11]), for $n=13$, $A_{2}(13,3)=512$, so for $s \leq 511$ the proposition gives $s$-PD-sets of size $s+1$, and in particular, for $s=n-1=12$, whereas Result 3 gives a set of size 93 , and for $s=n+1=14$, the result gives a set of size 379 as opposed to 13 and 15 , respectively. Thus our new results are a considerable improvement, as long as the codes $C=(n, M, 3)$ can be found.

In [6, Theorem 5] there is given at least one code $C$ of length $n$ and minimum distance 3 for each $n>6$ whose dimension is $n-1-\left\lfloor\log _{2}(n)\right\rfloor$. Thus:

Corollary 3. For $n \geq 7, \mathcal{R}(1, n)$ has $s$-PD-sets of size $s+1$ consisting of translations for $1 \leq s \leq 2^{d}-1$ where $d=n-1-\left\lfloor\log _{2}(n)\right\rfloor$.

A simple program run on Magma[7, 4] (or GAP [9]) using the greedy codes method of [6] gave the sizes of $M$ for an $(n, M, 2 r+1)$ for $r=1,2,3$ : see Table 1 .

| $n$ | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r=1$ | 2 | 4 | 8 | 16 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 | 2048 |
| $r=2$ |  | 2 | 2 | 2 | 4 | 4 | 8 | 16 | 16 | 32 | 64 | 128 | 256 |
| $r=3$ |  |  |  | 2 | 2 | 2 | 2 | 4 | 4 | 8 | 16 | 32 | 32 |

Table 1: Sizes of $M$ for $(n, M, 2 r+1)$ codes constructed for $r=1,2,3$

The website [5] gives values for $A_{2}(n, 5)$ giving the maximum size of $M$, and similarly [6, Theorem 5] gives at least one code $C$ of length $n$ and minimum distance 5 for each $n \geq 5$. In fact for $n \geq 10$ this construction give better sets than Result 3 .

## 5 Other $s$-PD-sets of size $s+1$ for $\mathcal{R}(1, n)$

We give now a description of the PD-sets for $\mathcal{R}(1, n)$ described in [3]. The method proposed there depends on an earlier idea from [8] for the simplex codes, so we first describe this method.

The $q$-ary simplex code $\mathcal{S}_{n}\left(\mathbb{F}_{q}\right)$, for any prime-power $q$, is a $q$-ary code with generator matrix having for columns any set of $\frac{q^{n}-1}{q-1}$ representatives of the distinct 1-dimensional subspaces of $V_{n}\left(\mathbb{F}_{q}\right)$, i.e. the points of the projective space $P G_{n-1}\left(\mathbb{F}_{q}\right)$ : see, for example, $[1$, Section 2.5]. Thus for $q>2$ the actual code depends on the representatives chosen, but the codes are of course all equivalent. It follows that $\mathcal{S}_{n}\left(\mathbb{F}_{q}\right)$ is a $\left[\frac{q^{n}-1}{q-1}, n, q^{n-1}\right]_{q}$ code and all the non-zero words have weight $q^{n-1}$ : see [1, Section 2.5]. The coordinate positions are labelled by the projective points in $P G_{n-1}\left(\mathbb{F}_{q}\right)$. The automorphism group is isomorphic to $\Gamma L_{n}(q)$, as shown in [12, Section 7], and thus for $q=2$ it is $G L_{n}\left(\mathbb{F}_{2}\right)$.

The problem of producing PD-sets of the minimal size was addressed in [8] for the simplex codes $\mathcal{S}_{n}\left(\mathbb{F}_{q}\right)$ for $n \geq 4$ and all prime powers $q$. The bound of our Lemma 1 was written in [8] as

$$
\begin{equation*}
f_{n}\left(\mathbb{F}_{q}\right)=\left\lfloor\frac{\left(q^{n}-1\right) /(q-1)}{n}\right\rfloor-1, \tag{5}
\end{equation*}
$$

and we write simply $f_{n}=f_{n}\left(\mathbb{F}_{2}\right)=\left\lfloor\frac{2^{n}-1}{n}\right\rfloor-1$. It was shown that for $1 \leq s \leq f_{n}\left(\mathbb{F}_{q}\right) s$ -PD-sets of size $s+1$ can be constructed for $\mathcal{S}_{n}\left(\mathbb{F}_{q}\right)$, using the information set with columns labelled by the standard basis elements $e_{1} \ldots, e_{n}$ for $V_{n}\left(\mathbb{F}_{q}\right)$. The construction is outlined in $[8$, Theorem 1$]$ for the binary case and extends to the $q$-ary case.

The first order Reed-Muller code $\mathcal{R}(1, n)$ is an extension of the simplex code $\mathcal{S}_{n}\left(\mathbb{F}_{2}\right)$ and has an $(n+1) \times 2^{n}$ generator matrix of the form

$$
G_{n}=\left[\begin{array}{cc}
1 & \mathbf{1}  \tag{6}\\
\mathbf{0} & S_{n}
\end{array}\right]
$$

where $S_{n}$ is an $n \times\left(2^{n}-1\right)$ generator matrix of $\mathcal{S}_{n}\left(\mathbb{F}_{2}\right)$. The coordinate set for $\mathcal{R}(1, n)$ is the set of transposed columns of $G_{n}$, i.e. the set of the vectors in $V_{n+1}=\mathbb{F}_{2}^{n+1}$ of the form $\left(1, x_{1}, \ldots, x_{n}\right)$, for $x_{i} \in \mathbb{F}_{2}, 1 \leq i \leq n$. The information set is the set $\mathcal{I}_{n+1}$ consisting of $n+1$ vectors from $V_{n+1}$ labelled $w_{1}, \ldots, w_{n+1}$ where, taking $e_{i}$ for $i=1, \ldots, n+1$ as the standard basis for $V_{n+1}, w_{1}=e_{1}$ and $w_{i}=e_{1}+e_{i}$ for $2 \leq i \leq n+1$, i.e.

$$
\begin{equation*}
\mathcal{I}_{n+1}=\left\{e_{1}, e_{1}+e_{2}, \ldots, e_{1}+e_{n+1}\right\}=\left\{w_{i} \mid 1 \leq i \leq n+1\right\} \tag{7}
\end{equation*}
$$

Matrices in $G L_{n+1}\left(\mathbb{F}_{2}\right)$ will act on the code in the same way as described in [8] if they have the form

$$
B=\left[\begin{array}{ll}
1 & b \\
\mathbf{0} & A
\end{array}\right]
$$

via $v \mapsto v B$, where $v$ is a row vector corresponding to the column $v^{T}, b \in \mathbb{F}_{2}^{n}$, and $A \in$ $G L_{n}\left(\mathbb{F}_{2}\right)$. Denote the set of matrices of this form by $M L_{n+1}$. This is the full automorphism group of $\mathcal{R}(1, n)$ and corresponds to the affine group $A G L_{n}\left(\mathbb{F}_{2}\right)$ with the action $x \mapsto x A+b$ for $x \in \mathbb{F}_{2}^{n}$. If $A=I_{n}$ these are translations by the vector $b$.

Define for any matrix $M \in G L_{n+1}\left(\mathbb{F}_{2}\right)$, with rows $r_{i}$ for $1 \leq i \leq n+1$, the matrix $M^{*}$ with rows $r_{1}, r_{1}+r_{2}, \ldots, r_{1}+r_{n+1}$; that is, $M^{*}=D_{n+1} M$ where $D_{n+1}=\left[\begin{array}{cc}1 & 0 \\ \jmath^{T} & I_{n}\end{array}\right], \jmath$ is the all-one vector, and $e_{i} D_{n+1}=w_{i}, 1 \leq i \leq n+1$. For $M \in M L_{n+1}$, clearly $M^{*} \in G L_{n+1}\left(\mathbb{F}_{2}\right)$ and also $M^{* *}=M$.

The following result, based on the construction in [8], is announced in [3]; since no proof is given in [3], we give a brief proof here of the sufficiency, which simply follows that in [8] and a pigeon-hole argument:

Result 4. For $n \geq 4$ a set $P_{s}=\left\{M_{i} \mid 0 \leq i \leq s\right\}$ of $s+1$ matrices in $M L_{n+1}$ is an $s$-PD-set for $\mathcal{R}(1, \bar{n})$ with information set $\mathcal{I}_{n+1}$ if and only if no two matrices $\left(M_{i}^{-1}\right)^{*}$ and $\left(M_{j}^{-1}\right)^{*}$, where $i \neq j, 0 \leq i, j \leq s$, have a row in common.
Proof: Let $\mathcal{T}=\left\{u_{k} \mid 1 \leq k \leq s\right\}$ be a set of $s$ vectors in the coordinate set that cannot be taken into the check set by any member of $P_{s}$. Then for each $i$ for $0 \leq i \leq s$ there is a $u \in \mathcal{T}$ such that $u M_{i} \in \mathcal{I}_{n}$. Since there are $s+1$ values of $i$ and only $s$ members of $\mathcal{T}$, there must be a $u \in \mathcal{T}$ which is such that $u M_{i} \in \mathcal{I}_{n+1}$ and $u M_{j} \in \mathcal{I}_{n+1}$ where $i \neq j$. Thus $u M_{i}=w_{k}, u M_{j}=w_{l}$, so $u=w_{k} M_{i}^{-1}=w_{l} M_{j}^{-1}$. This says that the $k^{t h}$ row of $\left(M_{i}^{-1}\right)^{*}$ is the $l^{\text {th }}$ row of $\left(M_{j}^{-1}\right)^{*}$, which is a contradiction.

In [3] an example of a set of three matrices to correct two errors for $n=4$ is given, and this generalizes by recursion to all $n$, but no explicit construction is given for the general $n$ for any other values of $s$.

In $[8$, Lemma 5] the following result was used to get the $s$-PD-sets of size $s+1$ for $s$ up to the upper bound $f_{n}\left(\mathbb{F}_{q}\right)$ for the simplex codes:

Result 5. For $n \geq 2, q \geq 2$ a prime power, let $K=\mathbb{F}_{q^{n}}$ and let $\zeta$ be a primitive element of $K^{*}$. For $0 \leq i \leq f_{n}\left(\mathbb{F}_{q}\right)$, if $B_{i}=\left\{\zeta^{j+i n} \mid 0 \leq j \leq n-1\right\}$, then $\left\{B_{i} \mid 0 \leq i \leq f_{n}\left(\mathbb{F}_{q}\right)\right\}$ is a set of $f_{n}\left(\mathbb{F}_{q}\right)+1$ mutually disjoint bases for $V_{n}\left(\mathbb{F}_{q}\right)$.

For the application to $\mathcal{R}(1, n)$ we take $q=2$ and then notice that since it is clear that $\left\lfloor\frac{2^{n}-1}{n}\right\rfloor-1=f_{n} \geq F_{n}=\left\lfloor\frac{2^{n}}{n+1}\right\rfloor-1$ for $n \geq 2$, so we can always find $F_{n}+1$ of these bases.

Now let $n \geq 2, K=\mathbb{F}_{2^{n}}$ and let $\zeta$ be a primitive element of $K^{*}$. Let $\mathcal{B}$ be an $\mathbb{F}_{2}$-basis of $K$.

Lemma 2. For $i=0, \ldots, 2^{n}-2$, let $N_{i}$ be the $(n+1) \times(n+1)$ matrix over $\mathbb{F}_{2}$ where, for $j=1, \ldots, n+1$, the $j$-th row of $N_{i}$ is [1 $\left.\zeta^{i+j-1}\right]$ where $\zeta^{i+j-1}$ is interpreted as its list of $n$ coordinates with respect to the basis $\mathcal{B}$. Then each $N_{i}$ is invertible.

Proof: Clearly, the first $n$ rows of $N_{i}$ are linearly independent since $\zeta^{i}, \ldots, \zeta^{i+n-1}$ are linearly independent in $K$ over $\mathbb{F}_{2}$. So, $N_{i}$ has rank at least $n$.

Now suppose that $\sum_{j=1}^{n+1} a_{j} r_{j}=0$ where $r_{j}$ denotes the $j$-th row of $N_{i}$ and $a_{j} \in \mathbb{F}_{2}$. Then $\sum_{j=1}^{n+1} a_{j}=0$ for the first entry, and $\sum_{j=1}^{n+1} a_{j} \zeta^{i+j-1}=0$ from the remaining entries. The polynomial $p(x)=\sum_{j=1}^{n+1} a_{j} x^{j-1}$, if non-zero, must be the unique irreducible polynomial for $\zeta$ of degree $n$. But this leads to a contradiction since $p(1)=0$. Hence, $p(x)$ must be the zero polynomial and the relation between the rows of $N_{i}$ must be trivial.

Taking the matrices $N_{i(n+1)}$ for $0 \leq i \leq F_{n}$ gives a set of $F_{n}+1$ mutually disjoint bases for $V_{n+1}\left(\mathbb{F}_{2}\right)$, as was done in the simplex case for $V_{n}\left(\mathbb{F}_{2}\right)$ from Result 5 , and hence leads to the following corollary, which now proves the second part of Theorem 1:

Corollary 4. For $n \geq 4$, the set of matrices $\left\{N_{i(n+1)} \mid 0 \leq i \leq F_{n}\right\}$ is a set of $F_{n}+1=$ $\left\lfloor\frac{2^{n}}{n+1}\right\rfloor$ matrices, no two of which have a row in common. Thus the set of matrices

$$
\mathcal{S}=\left\{\left(N_{i(n+1)}^{*}\right)^{-1} \mid 0 \leq i \leq F_{n}\right\}
$$

is an $F_{n}-P D$-set of size $F_{n}+1$ for $\mathcal{R}(1, n)$ with information set $\mathcal{I}_{n+1}$.
Clearly any subset of $\mathcal{S}$ of size $s+1$ for $1 \leq s \leq F_{n}$ will be an $s$-PD-set of size $s+1$, and nested PD-sets can be constructed in this way. ${ }^{1}$

## 6 Computational

A Magma program for finding the codes of minimum weight $r$ for the PD-sets for first statement of Proposition 1 and for finding the sets for $\mathcal{R}(1, n)$ for Corollary 4 up to $s=F_{n}$ is located at
http://www.ces.clemson.edu/~keyj/Key/PDsets/RM_PPD4.m

[^0]
## 7 Generalized Reed-Muller codes

The arguments here apply also to the generalized Reed-Muller codes $\mathcal{R}_{\mathbb{F}_{q}}(\rho, n)$ (see [1, Chapter 5]) using information sets established in [14, Theorem 1] giving $s$-PD-sets of minimal size $s+1$. Proposition 1 holds in precisely the same way for $q>2$ and the proof needs no modification. Corollary 4, i.e. the result for first-order Reed-Muller codes, giving $s$-PD-sets all the way to the upper bound, needs slight modification: instead of the matrix $M^{*}$ we need two matrices, viz. $M^{+}$and $M^{-}$, where, if $M \in G L_{n+1}\left(\mathbb{F}_{q}\right)$, with rows $r_{i}$ for $1 \leq i \leq n+1$, the matrix $M^{+}$has rows $r_{1}, r_{1}+r_{2}, \ldots, r_{1}+r_{n+1}$, and the matrix $M^{-}$has rows $r_{1},-r_{1}+r_{2}, \ldots,-r_{1}+r_{n+1}$. For $M \in M L_{n+1}$, clearly $M^{+}, M^{-} \in G L_{n+1}\left(\mathbb{F}_{q}\right)$ and also $\left(M^{+}\right)^{-}=M=\left(M^{-}\right)^{+}$. Note that $M^{+}=M^{*}$ of Section 5 . The $F_{n, q, 1}$-PD-set of size $F_{n}+1$ in Corollary 4 is then

$$
\mathcal{S}=\left\{\left(N_{i(n+1)}^{-}\right)^{-1} \mid 0 \leq i \leq F_{n, q, 1}\right\},
$$

where $F_{n, q, 1}=\left\lfloor\frac{q^{n}}{n+1}\right\rfloor-1$.
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