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#### Abstract

We show how to find $s$-PD-sets of the minimal size $s+1$ for the $\left[\frac{q^{n}-q^{u}}{q-1}, n, q^{n-1}-q^{u-1}\right]_{q}$ MacDonald $q$-ary codes $C_{n, u}(q)$ where $n \geq 3$ and $1 \leq u \leq n-1$. The construction of [6] can be used and gives $s$-PD-sets for $s$ up to the bound $\left\lfloor\frac{q^{n-u}-1}{(n-u)(q-1)}\right\rfloor-1$, of effective use for $u$ small; for $u \geq\left\lfloor\frac{n}{2}\right\rfloor$ an alternative construction is given that applies up to a bound that depends on the maximum size of a set of vectors in $V_{u}\left(\mathbb{F}_{q}\right)$ with each pair of vectors distance at least 3 apart.
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## 1 Introduction

The MacDonald codes, introduced by MacDonald [12] for binary codes, with the definition extended to $q$-ary codes in [2, 15], are punctured simplex codes, of length $\frac{q^{n}-q^{u}}{q-1}$ for any $n$ and $1 \leq u \leq n-1$. They have parameters $\left[\frac{q^{n}-q^{u}}{q-1}, n, q^{n-1}-q^{u-1}\right]_{q}$ and are 2 -weight codes with the non-zero words of weight $q^{n-1}-q^{u-1}$ and $q^{n-1}$. Following [2], we denote the codes by $C_{n, u}(q)$.

In [6] permutation decoding for the simplex codes was considered and $s$-PD-sets of the minimal size $s+1$ were found for $s$ up to some large bound. Since the efficiency of the decoding depends on the size of the PD-set, those of minimal size as determined by the Gordon-Schönheim bound (see Result 1) are the best ones to obtain. The ideas behind the establishment of these PD-sets for the simplex codes can be applied to the MacDonald codes, and we obtain here some similar results. The automorphism group used for the permutation decoding is a subgroup of the general linear group and thus described as $n \times n$ matrices. A general construction of suitable matrices allows us to prove a general theorem:

Theorem 1. For $n \geq 3$ and $1 \leq u \leq n-1, q$ a prime power, let $C_{n, u}(q)$ denote the $\left[\frac{q^{n}-q^{u}}{q-1}, n, q^{n-1}-q^{u-1}\right]_{q}$ MacDonald $q$-code. Then $C_{n, u}(q)$ has $s$-PD-sets of size $s+1$

[^0]- for all $s$ such that $1 \leq s \leq f_{n-u}\left(\mathbb{F}_{q}\right)=\left\lfloor\frac{q^{n-u}-1}{(n-u)(q-1)}\right\rfloor-1$;
- for $n \geq 4$ for all $s$ such that $1 \leq s \leq|D|-1$ where $D$ is a set of vectors in $V_{u}\left(\mathbb{F}_{q}\right)$ which is such that any two members of $D$ are distance at least 3 apart.

Such s-PD-sets can be explicitly given in terms of matrices in $G L_{n}\left(\mathbb{F}_{q}\right)$.
The construction for the first bound is given in Proposition 2 and Corollary 1, using Result 3, and for the second in Proposition 3 and Corollary 2. The $s$-PD-sets are all nested in the sense that if $1 \leq r \leq s$ then any subset of the set of size $r+1$ will correct $r$ errors.

Unlike in the simplex case, these sets from Corollary 1 are too small, and therefore correct too few errors, if $u$ is large. In that case one uses the second construction (of Proposition 3), and particular examples of these arise from any $q$-ary code of length $u$ and minimum weight at least 3: for example, the Hamming codes. Other examples exist by finding sets of $s+1$ vectors in $V_{u}\left(\mathbb{F}_{q}\right)$ such that the distance between any two vectors in the set is at least 3.

We describe our notation and give some background definitions in Section 2 and Section 3 , and prove the results on the $s$-PD-sets of size $s+1$ in Section 4 . Included as Section 6 is an appendix giving some tables showing the best size of $s$ for sets of size $s+1$ using our methods, for $4 \leq n \leq 10,1 \leq u \leq n-1$, and $q=2,3,4,5$. Magma [3, 5] was used for any computations, and in particular to find the sets in the case where $u$ is large.

## 2 Background and terminology

The notation for codes is standard and can be found in [1]. The codes here are all linear codes, and the notation $[n, k, d]_{q}$ will be used for a $q$-ary code $C$ of length $n$, dimension $k$, and minimum weight $d$, where the weight $\boldsymbol{\operatorname { t r }}(\boldsymbol{v})$ of a vector $v$ is the number of non-zero coordinate entries. The distance, $d(u, v)$, between two vectors $u, v$ is wt $(u-v)$, i.e. the number of coordinate places in which they differ. A generator matrix for an $[n, k, d]_{q}$ code $C$ is a $k \times n$ matrix whose rows form a basis for $C$, and the dual code $C^{\perp}$ is the orthogonal under the standard inner product $($,$) , i.e. C^{\perp}=\left\{v \in F^{n} \mid(v, c)=0\right.$ for all $\left.c \in C\right\}$. A check matrix for $C$ is a generator matrix for $C^{\perp}$.

Following [1, Definition 2.2.3], two linear codes over the same field are called equivalent if each can be obtained from the other by permuting the coordinate positions and multiplying each coordinate by a non-zero field element. The codes will be said to be isomorphic if a permutation of the coordinate positions suffices to take one to the other. Generally, an automorphism of a code $C$ is a code equivalence from $C$ to $C$, and the set of all these gives the automorphism group of the code, written $\operatorname{Aut}(C)$ or $\operatorname{MAut}(C)$ (following [8, Chapter 7,Section 1.3]), since they are given by monomial matrices, and we do not consider here the more general case that includes field automorphisms, or the Galois groups. If only permutations of the coordinate positions are allowed then the group of permutation automorphisms is, again following [8, Chapter 7, Section 1.3], called the permutation automorphism group, written PAut $(C)$. Any code is isomorphic to a code with generator matrix in so-called standard form, i.e. the form $\left[I_{k} \mid A\right]$; a check matrix then is given by $\left[-A^{T} \mid I_{n-k}\right]$. The set of the first $k$ coordinate positions in the standard form is called an information set for the code, and the set of the last $n-k$ coordinate positions is the corresponding check set.

Permutation decoding was developed by MacWilliams [13] and involves finding a set of automorphisms of a code called a PD-set. The method is described fully in MacWilliams and

Sloane [14, Chapter 16, p. 513] and Huffman [8, Section 8]. In 9 and [11 the definition of PD-sets was extended to that of $s$-PD-sets for $s$-error-correction:

Definition 1. If $C$ is a t-error-correcting code with information set $\mathcal{I}$ and check set $\mathcal{C}$, then $a$ PD-set for $C$ is a set $\mathcal{S}$ of automorphisms of $C$ which is such that every $t$-set of coordinate positions is moved by at least one member of $\mathcal{S}$ into the check positions $\mathcal{C}$.

For $s \leq t$ an $s$-PD-set is a set $\mathcal{S}$ of automorphisms of $C$ which is such that every s-set of coordinate positions is moved by at least one member of $\mathcal{S}$ into $\mathcal{C}$.

The algorithm for permutation decoding is as follows: we have a $t$-error-correcting $[n, k, d]_{q}$ code $C$ with check matrix $H$ in standard form. Thus the generator matrix $G=\left[I_{k} \mid A\right]$ and $H=\left[-A^{T} \mid I_{n-k}\right]$, for some $A$, and the first $k$ coordinate positions correspond to the information symbols. Any vector $v$ of length $k$ is encoded as $v G$. Suppose $x$ is sent and $y$ is received and at most $t$ errors occur. Let $S=\left\{g_{1}, \ldots, g_{s}\right\}$ be the PD-set. Compute the syndromes $H\left(y g_{i}\right)^{T}$ for $i=1, \ldots, s$ until an $i$ is found such that the weight of this vector is $t$ or less. Compute the codeword $c$ that has the same information symbols as $y g_{i}$ and decode $y$ as $c g_{i}^{-1}$.

Notice that this algorithm actually uses the PD-set as a sequence. Thus it is expedient to index the elements of the set $S$ by the set $\{1,2, \ldots,|S|\}$ so that elements that will correct a small number of errors occur first. Thus if nested $s$-PD-sets are found for all $1<s \leq t$ then we can order $S$ as follows: find an $s$-PD-set $S_{s}$ for each $0 \leq s \leq t$ such that $S_{0} \subset S_{1} \ldots \subset S_{t}$ and arrange the PD-set $S$ as a sequence in this order:

$$
S=\left[S_{0},\left(S_{1}-S_{0}\right),\left(S_{2}-S_{1}\right), \ldots,\left(S_{t}-S_{t-1}\right)\right] .
$$

(Usually one takes $S_{0}=\{i d\}$.)
There is a bound on the minimum size that a PD-set $S$ may have, due to Gordon [7], from a formula due to Schönheim [16], and quoted and proved in [8]:

Result 1. If $S$ is a PD-set for a t-error-correcting $[n, k, d]_{q}$ code $C$, and $r=n-k$, then

$$
\begin{equation*}
|S| \geq\left\lceil\frac{n}{r}\left\lceil\frac{n-1}{r-1}\left\lceil\cdots\left\lceil\frac{n-t+1}{r-t+1}\right\rceil \cdots\right\rceil\right\rceil\right\rceil \tag{1}
\end{equation*}
$$

This result can be adapted to $s$-PD-sets for $s \leq t$ by replacing $t$ by $s$ in the formula. Note that since $r<n$, the innermost term for any $s$ is 2 , and since there are $s$ terms in the formula, it follows that the size of an $s$-PD-set is at least $s+1$.

We will use the following from [10, Lemma 7]:
Result 2. Let $C$ be a code with minimum distance $d, \mathcal{I}$ an information set, $\mathcal{C}$ the corresponding check set and $\mathcal{P}=\mathcal{I} \cup \mathcal{C}$. Let $A$ be an automorphism group of $C$, and $n$ the maximum of $|\mathcal{O} \cap \mathcal{I}| /|\mathcal{O}|$, where $\mathcal{O}$ is an $A$-orbit. If $s=\min \left(\left\lceil\frac{1}{n}\right\rceil-1,\left\lfloor\frac{d-1}{2}\right\rfloor\right)$, then $A$ is an $s$ - $P D$-set for $C$.

## 3 MacDonald codes

The $q$-ary simplex code $\mathcal{S}_{n}\left(\mathbb{F}_{q}\right)$, for any prime-power $q$, is a $q$-ary code with generator matrix having for columns any set of $\frac{q^{n}-1}{q-1}$ representatives of the distinct 1-dimensional subspaces of $V_{n}\left(\mathbb{F}_{q}\right)$, i.e. the points of the projective space $P G_{n-1}\left(\mathbb{F}_{q}\right)$ : see, for example, [1, Section 2.5]. Thus for $q>2$ the actual code depends on the representatives chosen, but the codes are of course all equivalent. It follows that $\mathcal{S}_{n}\left(\mathbb{F}_{q}\right)$ is a $\left[\frac{q^{n}-1}{q-1}, n, q^{n-1}\right]_{q}$ code and all the non-zero
words have weight $q^{n-1}$ : see [1, Section 2.5]. The coordinate positions are labelled by the projective points $P G_{n-1}\left(\mathbb{F}_{q}\right)$. The automorphism group is isomorphic to $\Gamma L_{n}(q)$, as shown in [8, Section 7].

The MacDonald codes were introduced by MacDonald [12] for $p=2$ and in [15] (see also [2]) for any $q$, and are simplex codes punctured in a particular way. Thus for any number $u$ such that $1 \leq u \leq n-1$, if $e_{i}$ denotes the $i^{\text {th }}$ basis element of the standard basis for the vector space $V_{n}\left(\mathbb{F}_{q}\right)=\mathbb{F}_{q}^{n}$, let $U=\left\langle e_{i} \mid n-u+1 \leq i \leq n\right\rangle$, i.e. all the vectors with the first $n-u$ positions equal to 0 . The $\frac{q^{u}-1}{q-1}$ coordinate positions for the vectors in $U$ are removed to produce a code of length $\frac{q^{n}-q^{u}}{q-1}$, with coordinate positions labelled by the points of $P G_{n-1}\left(\mathbb{F}_{q}\right)$ that are not in the projective space $P G_{u-1}\left(\mathbb{F}_{q}\right)$. The code still has dimension $n$ but now it is a two-weight code, with words of weight $q^{n-1}$ and $q^{n-1}-q^{u-1}$, as can easily be seen. We denote these codes by $C_{n, u}(q)$, following [2]. If $q>2$ then different choices of the representatives of the projective points (columns of the generator matrix) will produce different codes, but the codes will be equivalent.

Thus for all $q, n, u$ where $1 \leq u \leq n-1, C_{n, u}(q)$ is a

$$
\left[\frac{q^{n}-q^{u}}{q-1}, n, q^{n-1}-q^{u-1}\right]_{q}
$$

$q$-ary code with non-zero codewords of weight $q^{n-1}$ or $q^{n-1}-q^{u-1}$.
It is clear that if

$$
\begin{equation*}
\mathcal{I}_{n, u}=\left\{e_{i} \mid 1 \leq i \leq n-u\right\} \cup\left\{e_{1}+e_{i} \mid n-u+1 \leq i \leq n\right\}=\left\{w_{i} \mid 1 \leq i \leq n\right\}, \tag{2}
\end{equation*}
$$

then the corresponding projective points will form an information set for $C_{n, u}(q)$ for any $n, u, q$, where we write $w_{i}=e_{i}$ for $1 \leq i \leq n-u$, and $w_{i}=e_{1}+e_{i}$ for $n-u+1 \leq i \leq n$.

As in [6] we will write our vectors as rows and have an $n \times n$ matrix $A$ act on $v \in V_{n}\left(\mathbb{F}_{q}\right) \backslash\{0\}$ (i.e. $\langle v\rangle \in P G_{n-1}\left(\mathbb{F}_{q}\right)$ ) as $v A$. However, if $q>2$, it could happen that $v A$ is not the chosen representative of the projective point $\langle v A\rangle$. In such cases automorphisms of the code $C$ are still produced, but do not correspond to permutations of the code, i.e. they are in MAut ( $C$ ) but not in $\operatorname{PAut}(C)$. In this case the action of the $n \times n$ matrix $A$ on the code is as described in [6, Corollary 5], and involves using a generator matrix $G$, in standard form, for the code, and finding a monomial matrix $M$ such that $G^{T} A=M G^{T}$. Then the action on the code is given by $c \mapsto c M^{T}$ for any codeword $c$, and permutation decoding may still be used. In the binary case we can always just use the matrix itself.

For simplicity, we will choose the columns of the defining generating matrix to have first entry 1 . In this way any suitable matrix in upper triangular form with 1 's on the diagonal will directly give a member of $\operatorname{PAut}(C)$.

Let $M_{m, n}\left(\mathbb{F}_{q}\right)$ denote the $m \times n$ matrices over $\mathbb{F}_{q}$. We take $n \geq 3$ to avoid trivial cases or codes that would not be used for permutation decoding.

Proposition 1. Let $n \geq 3, q$ a prime power, $1 \leq u \leq n-1, C_{n, u}(q)$ the MacDonald code,

$$
K=\left\{\left.\left[\begin{array}{c|c}
A & C \\
\hline 0 & B
\end{array}\right] \right\rvert\, A \in G L_{n-u}\left(\mathbb{F}_{q}\right), B \in G L_{u}\left(\mathbb{F}_{q}\right), C \in M_{n-u, u}\left(\mathbb{F}_{q}\right)\right\}
$$

and

$$
H=\left\{M \mid M \in G, B=I_{u}\right\} .
$$

Then $K$ preserves $C_{n, u}(q)$, and $H$ acts transitively on the coordinate positions of $C_{n, u}(q)$.
Furthermore, $H$ is an s-PD-set for $C_{n, u}(q)$, for any information set, where

$$
s=\min \left(\left\lceil\frac{q^{n}-q^{u}}{n(q-1)}\right\rceil-1,\left\lfloor\frac{q^{n-1}-q^{u-1}-1}{2}\right\rfloor\right) .
$$

Proof: Clearly any such matrix will map a vector of the form $\left(0, \ldots, 0, a_{n-u+1}, \ldots, a_{n}\right)$ to one of the same form so the vectors corresponding to the coordinate positions are preserved. To show the group $H$ is transitive on the coordinate positions we can show that $e_{1}$ can map to any vector $v$ from the coordinate set by taking a matrix with $v$ as the first row. Thus any member of the coordinate set can be mapped to any other by some automorphism of the code induced by a member of $H$.

To show that $H$ is an $s$-PD-set as stated, use Result 2 ,
Note: The permutation group $\operatorname{PAut}\left(C_{n, u}(q)\right)$ may not be transitive for $q>2$.
Example 1. For $u=n-1, H=\left\{\left.\left[\begin{array}{l|c}1 & c \\ \hline 0 & I_{n-1}\end{array}\right] \right\rvert\, c \in V_{n-1}\left(\mathbb{F}_{q}\right)\right\}$. Thus $|H|=q^{n-1}$ and the group $H$ will be a $s$-PD-set for $C_{n, n-1}(q)$ for $n \geq 3$, where $s=\left\lceil\frac{q^{n}-q^{n-1}}{n(q-1)}\right\rceil-1=\left\lceil\frac{q^{n-1}}{n}\right\rceil-1$, since this is smaller than, or equal to, $\left\lfloor\frac{q^{n-1}-q^{n-2}-1}{2}\right\rfloor$.

## $4 s$-PD-sets of size $s+1$

We can use the results of [6] to obtain $s$-PD-sets of size $s+1$ for the MacDonald codes using automorphisms from the matrix group $G L_{n}\left(\mathbb{F}_{q}\right)$ acting on the coordinate positions. Recall that we noted after giving Result 1 (the Gordon-Schönheim bound) that for correcting $s$ errors the PD-set must have size at least $s+1$.

We consider the binary case, since the ideas can be extended to the $q$-ary case as well, as in [6]. The coordinate positions for $C_{n, u}(2)$ are the vectors from $V_{n}\left(\mathbb{F}_{2}\right) \backslash U$, where $U=\left\langle e_{i}\right|$ $n-u+1 \leq i \leq n\rangle$. The information set is $\mathcal{I}_{n, u}$ as given in Equation (2).

Proposition 2. For $n \geq 3,1 \leq u \leq n-1$, let $C_{n, u}(2)$ be the $\left[2^{n}-2^{u}, n, 2^{n-1}-2^{u-1}\right]_{2}$ MacDonald code with information set $\mathcal{I}_{n, u}$ and check set $\mathcal{C}_{n, u}$. For fixed $k \geq 1$, let

$$
P_{k}=\left\{\left.M_{i}=\left[\begin{array}{c|c}
N_{i} & 0 \\
\hline 0 & I_{u}
\end{array}\right] \right\rvert\, 0 \leq i \leq k\right\}
$$

where $N_{i} \in G L_{n-u}\left(\mathbb{F}_{2}\right)$, be a set of $k+1$ matrices in $G L_{n}\left(\mathbb{F}_{2}\right)$ such that no two matrices $N_{i}^{-1}$ and $N_{j}^{-1}$ for $i \neq j$ have a row in common. Then $P_{k}$ is a $k$-PD-set of $k+1$ elements for $C_{n, u}(2)$ with information set $\mathcal{I}_{n, u}$. Furthermore, any subset of $P_{k}$ of size $s+1$ where $1 \leq s \leq k$ is an $s$-PD-set for $C_{n, u}(2)$.

Conversely, if $R_{k}=\left\{\left.L_{i}=\left[\begin{array}{c|c}H_{i} & 0 \\ \hline 0 & I_{u}\end{array}\right] \right\rvert\, 0 \leq i \leq k\right\} \subseteq K$ is a $k$-PD-set for $C_{n, u}(2)$ then no two matrices $H_{i}^{-1}$ and $H_{j}^{-1}$ for $i \neq j$ have a row in common.

Proof: Note first that $M_{i}^{-1}=\left[\begin{array}{c|c}N_{i}^{-1} & 0 \\ \hline 0 & I_{u}\end{array}\right]$. Suppose $P_{k}=\left\{M_{i} \mid 0 \leq i \leq k\right\}$ as shown, and no two matrices $N_{i}^{-1}$ and $N_{j}^{-1}$ for $i \neq j$ have a row in common. Let $T=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of $k$
distinct vectors in $V_{n}\left(\mathbb{F}_{2}\right) \backslash U$. Suppose that we cannot map $T$ into $\mathcal{C}_{n, u}$ by any element of $P_{k}$. Then for each $i$ such that $0 \leq i \leq k$, there is a $v_{j} \in T$, for $1 \leq j \leq k$, such that $v_{j} M_{i} \in \mathcal{I}_{n, u}$. Since there are $k+1$ values of $i$ but only $k$ of $j$ we must have $v_{j} M_{i}$ and $v_{j} M_{l}$, for some $j$, and $l \neq i$, both in $\mathcal{I}_{n, u}$. Suppose $v_{j} M_{i}=w_{r}$ and $v_{j} M_{l}=w_{t}$; then $v_{j}=w_{r} M_{i}^{-1}=w_{t} M_{l}^{-1}$. There are three cases to consider:
Case (1): $r, t \leq n-u$. Then $w_{r}=e_{r}$ and $w_{t}=e_{t}$, so the $r^{t h}$ row of $M_{i}^{-1}$ is the $t^{t h}$ row of $M_{l}^{-1}$, contradicting our assumption.
Case (2): $r \leq n-u, t>n-u$. Then $w_{r}=e_{r}$ and $w_{t}=e_{1}+e_{t}$. Thus $w_{r} M_{i}^{-1}$ is the $r^{t h}$ row of $M_{i}^{-1}$, which has the last $u$ digits equal to 0 , and $w_{t} M_{l}^{-1}=\left(e_{1}+e_{t}\right) M_{l}^{-1}$, i.e. the sum of the first row of $M_{l}^{-1}$ and the $t^{\text {th }}$ row, and this does not have 0 's in the last $u$ digits.
Case (3): $r>n-u, t>n-u$. Then $w_{r}=e_{1}+e_{r}$ and $w_{t}=e_{1}+e_{t}$. Thus $w_{r} M_{i}^{-1}$ is the sum of the first and $r^{t h}$ rows of $M_{i}^{-1}$, and $w_{t} M_{l}^{-1}$ is the sum of the first and $t^{t h}$ rows of $M_{l}^{-1}$. This is again a contradiction, since the first rows of $M_{i}^{-1}$ and $M_{l}^{-1}$ are different.

Clearly the above argument works for any $s$ with $1 \leq s \leq k$.
The proof of the remaining statement is virtually the same as that given in [6, Proposition 1].

The proof of the proposition extends easily to $C_{n, u}(q)$ for any $q$, noting that we take the rows of the matrices $N_{i}^{-1}$ to be normalized and the action of the matrix on the code might not be a permutation automorphism, as described in Section 3.

The construction of sets of matrices as required here is discussed in [6] and the reader is referred to that paper and references there to see how this can be achieved. In particular, the number

$$
\begin{equation*}
f_{n}\left(\mathbb{F}_{q}\right)=\left\lfloor\frac{q^{n}-1}{n(q-1)}\right\rfloor-1 \tag{3}
\end{equation*}
$$

for $n \geq 1$, was introduced, it being the maximum value of $s$ for which an $s$-PD-set of size $s+1$ for the simplex codes can exist: see [6, Lemma 2]. This also allows for construction of the matrices $N_{i}$ with the properties required in Proposition 2; a specific construction is given in [6, Lemma 5]:

Result 3. For $n \geq 2, q \geq 2$ a prime power, let $K=\mathbb{F}_{q^{n}}$ and let $\zeta$ be a primitive element of $K^{*}$. For $0 \leq i \leq f_{n}\left(\mathbb{F}_{q}\right)$, if $B_{i}=\left\{\zeta^{j+i n} \mid 0 \leq j \leq n-1\right\}$, then $\left\{B_{i} \mid 0 \leq i \leq f_{n}\left(\mathbb{F}_{q}\right)\right\}$ is a set of $f_{n}\left(\mathbb{F}_{q}\right)+1$ mutually disjoint bases for $V_{n}\left(\mathbb{F}_{q}\right)$.

For our purposes we need matrices of size $(n-u)$, but the same construction holds. Each matrix $N_{i}^{-1}$ has for its rows the field elements of a basis $B_{i}$ expressed as vectors in $V_{n-u}\left(\mathbb{F}_{q}\right)$, and normalized. Thus we have:

Corollary 1. For $n \geq 3$ and $1 \leq u \leq n-1, q$ a prime power, the MacDonald code $C_{n, u}(q)$ has s-PD-sets of size $s+1$ for all $s$ such that $1 \leq s \leq f_{n-u}\left(\mathbb{F}_{q}\right)=\left\lfloor\frac{q^{n-u}-1}{(n-u)(q-1)}\right\rfloor-1$.

Example 2. If $q=3$ and $n-u=3$ we have $f_{3}\left(\mathbb{F}_{3}\right)=3$, and we use Result 3 to construct, with the computational help of Magma [3, [5], four normalized matrices, $I_{3}=N_{0}^{-1}$ and $N_{i}^{-1}$ for $1 \leq i \leq 3$, such that $\left\{\left.\left[\begin{array}{c|c}N_{i} & 0 \\ \hline 0 & I_{u}\end{array}\right] \right\rvert\, 0 \leq i \leq 3\right\}$ forms a 3 -PD-set of minimal size 4 for $C_{n, n-3}(3)$, with the usual information set.

Thus we took $\mathbb{F}_{27}$ with primitive polynomial $x^{3}+2 x+1$, primitive root $\zeta$, and $B_{0}=\left\{1, \zeta, \zeta^{2}\right\}$, $B_{1}=\zeta^{3} B_{0}, B_{2}=\zeta^{6} B_{0}, B_{3}=\zeta^{9} B_{0}$. Expressing these as vectors in $V_{3}\left(\mathbb{F}_{3}\right)$ and normalising
gives the matrices:

$$
I_{3}, N_{1}^{-1}=\left[\begin{array}{lll}
1 & 2 & 0 \\
0 & 1 & 2 \\
1 & 2 & 1
\end{array}\right], N_{2}^{-1}=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 2 \\
1 & 0 & 1
\end{array}\right], N_{3}^{-1}=\left[\begin{array}{lll}
1 & 2 & 2 \\
1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right]
$$

with inverses

$$
I_{3}, N_{1}=\left[\begin{array}{lll}
0 & 1 & 1 \\
2 & 1 & 1 \\
2 & 0 & 1
\end{array}\right], N_{2}=\left[\begin{array}{lll}
1 & 2 & 1 \\
1 & 0 & 2 \\
2 & 1 & 0
\end{array}\right], N_{3}=\left[\begin{array}{lll}
1 & 0 & 1 \\
2 & 1 & 2 \\
1 & 2 & 2
\end{array}\right] .
$$

These matrices may now be used for decoding $C_{n, n-3}(3)$ for any $n \geq 4$, recalling of course that simple matrix multiplication will not give the automorphism here, so that the corresponding monomial matrices as described in Section 3 will need to be constructed to complete the decoding.

If $n-u$ is small it is not possible to find suitable matrices $N_{i}$, and in particular if $u=n-1$, or $n-2$, unless the field is large in the latter case. A different approach is needed here.
Proposition 3. For $n \geq 4,3 \leq u \leq n-1, q$ any prime, let $C_{n, u}(q)$ be the $\left[\frac{q^{n}-q^{u}}{q-1}, n, q^{n-1}-\right.$ $\left.q^{u-1}\right]_{q} q$-ary MacDonald code with information set $\mathcal{I}_{n, u}$ and check set $\mathcal{C}_{n, u}$. For fixed $k \geq 1$, let

$$
P_{k}=\left\{\left.M_{i}=\left[\begin{array}{c|c}
I_{n-u} & B_{i} \\
\hline 0 & I_{u}
\end{array}\right] \right\rvert\, 0 \leq i \leq k\right\}
$$

where $B_{i} \in M_{n-u, u}\left(\mathbb{F}_{q}\right)$, with rows $r_{i, l}$ for $1 \leq l \leq n-u$, such that for any $i \neq j$ :

$$
\operatorname{wt}\left(r_{i, l}-r_{j, m}\right) \geq 2 \text { for all } l, m \text { and } \operatorname{wt}\left(r_{i, 1}-r_{j, 1}\right) \geq 3
$$

Then $P_{k}$ is a $k$-PD-set of $k+1$ elements for $C_{n, u}(q)$ with information set $\mathcal{I}_{n, u}$. Furthermore, any subset of $P_{k}$ of size $s+1$ where $1 \leq s \leq k$ is an $s$ - $P D$-set for $C_{n, u}(q)$.

Proof: We proceed in the same way as in Proposition 2 . Note first that $M_{i}^{-1}=\left[\begin{array}{c|c}I_{n-u} & -B_{i} \\ \hline 0 & I_{u}\end{array}\right]$ for $0 \leq i \leq k$ so the same set of conditions apply to the rows of $-B_{i}$. Let $T=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of $k$ distinct vectors in $V_{n}\left(\mathbb{F}_{q}\right) \backslash U$. Suppose that we cannot map $T$ into $\mathcal{C}_{n, u}$ by any element of $P_{k}$. Then for each $i$ such that $0 \leq i \leq k$, there is a $v_{j} \in T$, for $1 \leq j \leq k$, such that $v_{j} M_{i} \in \mathcal{I}_{n, u}$. Since there are $k+1$ values of $i$ but only $k$ of $j$ we must have $v_{j} M_{i}$ and $v_{j} M_{l}$, for some $j$, and $i \neq l$, both in $\mathcal{I}_{n, u}$. Suppose $v_{j} M_{i}=w_{r}$ and $v_{j} M_{l}=w_{t}$; then $v_{j}=w_{r} M_{i}^{-1}=w_{t} M_{l}^{-1}$. There are three cases to consider:
Case (1): $r, t \leq n-u$. Then $w_{r}=e_{r}, w_{t}=e_{t}$. Since the $r^{t h}$ and $t^{t h}$ rows of $B_{i}$ and $B_{l}$ are distinct, this is not possible.
Case (2): $r \leq n-u$ and $t>n-u$. So $w_{r}=e_{1}$ and $w_{t}=e_{1}+e_{t}$. Thus $w_{r} M_{i}^{-1}=w_{t} M_{l}^{-1}$ becomes the $r^{t h}$ row of $M_{i}^{-1}$ equal to the sum of the first and $t^{t h}$ rows of $M_{l}^{-1}$, which implies that $r_{i, r}-r_{l, 1}$ has weight 1 , which is not possible.
Case (3): $r, t>n-u$. Then we have $\left(e_{1}+e_{r}\right) M_{i}^{-1}=\left(e_{1}+e_{t}\right) M_{l}^{-1}$, and thus $r_{i, 1}-r_{l, 1}$ is a vector of weight at most 2 , again not possible.

The last statement follows as before.

Note: (1) Since $\operatorname{wt}\left(r_{i, 1}-r_{j, 1}\right) \geq 3$ for $i \neq j$, we can, without loss of generality, take $B_{i}$ to be the $(n-u) \times u$ matrix all of whose rows are $r_{i, 1}$. We can thus search for $k+1$ vectors in $V_{u}\left(\mathbb{F}_{q}\right)$ such that any two are distance at least 3 apart.
(2) If $u=2$ we must use the method of Proposition 2. This will yield some sets as long as $n>3$. For $n=3$ and $u=2$ the $q$-ary code is a $\left[q^{2}, 3, q^{2}-q\right]_{q}$ code and other methods could be employed.
(3) Since the matrices in this construction are all upper triangular, with 1's on the diagonal, they are in the permutation group of the code so the action on the coordinate positions is by direct multiplication.

Using the matrices $B_{i}$ as defined in the first note above, we have:
Corollary 2. Let $n \geq 4,3 \leq u \leq n-1$, any $q$. Let $D$ be a set of vectors in $V_{u}\left(\mathbb{F}_{q}\right)$ which is such that any two members of $D$ are distance at least 3 apart. Then the $|D|$ matrices $B_{i}$, for $1 \leq i \leq|D|$, where $B_{i}$ is an $(n-u) \times u$ matrix with all rows the $i^{\text {th }}$ vector from $D$, will give a set of $|D|$ automorphisms of $C_{n, u}(q)$ that form a $(|D|-1)$-PD-set using the information set $\mathcal{I}_{n, u}$.

Note: A subspace of minimum weight at least 3 could serve as the set $D$. Methods for constructing codes with a prescribed minimum distance are given in [4] for the binary case, and [17] for the $q>2$ case.

Example 3. For the code $C_{6,5}(3)$, a $[243,6,162]_{3}$ code, the construction of Proposition 3 yields the following nine matrices (using Magma) giving automorphisms of $C_{6,5}(3)$ that correct eight errors, using the information set $\mathcal{I}_{6,5}$.

$$
P_{8}=\left\{\left.\left[\begin{array}{c|c}
1 & c \\
\hline 0 & I_{5}
\end{array}\right] \right\rvert\, c \in\langle(1,1,1,0,0),(2,1,0,1,0)\rangle\right\}
$$

## 5 Conclusion

We include an appendix showing the best values for $s$ for an $s$-PD-set of size $s+1$ that we have obtained for these MacDonald codes from these two constructions for some small set of values for $n$ and $q$ and $1 \leq u \leq n-1$. It can be seen that the second construction gives the better result when $u$ is greater than $\left\lfloor\frac{n}{2}\right\rfloor$. It should be emphasised that we have used a specific information set, $\mathcal{I}_{n, u}$, and that other information sets might yield better results. Of course the set from Proposition 1 is independent of the information set but is rather large.

## 6 Appendix

In the tables to follow: for $C_{n, u}(q), q$ is a prime power, $n, u$ as before, $\ell$ is the length of the code, $m w$ is the minimum weight, $t$ is the error correcting capability, $g b$ is the Gordon-Schönheim bound for the size of the PD-set for full error correction, $s_{1}=f_{n-u}$ (for the first construction), $s_{2}$ the computationally found value of $s$ for the second construction when $u \geq 3$. Thus the size of the set is $s_{1}+1, s_{2}+1$, respectively.

Table 1: $s$-PD-sets of size $s+1$ for $C_{n, u}(q)$




| $q$ | $n$ | $u$ | $\ell$ | $m w$ | $t$ | $g b$ | $s_{1}$ | $s_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | 4 | 1 | 155 | 124 | 61 | 104 | 9 | 0 |
|  | 4 | 2 | 150 | 120 | 59 | 100 | 2 | 0 |
|  | 4 | 3 | 125 | 100 | 49 | 84 | 0 | 4 |
|  | 5 | 1 | 780 | 624 | 311 | 720 | 38 | 0 |
|  | 5 | 2 | 775 | 620 | 309 | 718 | 9 | 0 |
|  | 5 | 3 | 750 | 600 | 299 | 694 | 2 | 4 |
|  | 5 | 4 | 625 | 500 | 249 | 581 | 0 | 16 |
|  | 6 | 1 | 3905 | 3124 | 1561 | 5084 | 155 | 0 |
|  | 6 | 2 | 3900 | 3120 | 1559 | 5074 | 38 | 0 |
|  | 6 | 3 | 3875 | 3100 | 1549 | 5040 | 9 | 4 |
| 6 | 4 | 3750 | 3000 | 1499 | 4877 | 2 | 16 |  |
|  | 6 | 5 | 3125 | 2500 | 1249 | 4065 | 0 | 73 |
| 7 | 1 | 19530 | 15624 | 7811 | 36509 | 650 | 0 |  |
|  | 7 | 2 | 19525 | 15620 | 7809 | 36502 | 155 | 0 |
|  | 7 | 3 | 19500 | 15600 | 7799 | 36457 | 38 | 4 |
| 7 | 4 | 19375 | 15500 | 7749 | 36228 | 9 | 16 |  |
| 7 | 5 | 18750 | 15000 | 7499 | 35055 | 2 | 73 |  |
|  | 7 | 6 | 15625 | 12500 | 6249 | 29222 | 0 | 264 |
| 8 | 1 | 97655 | 78124 | 39061 | 266388 | 2789 | 0 |  |
|  | 8 | 2 | 97650 | 78120 | 39059 | 266379 | 650 | 0 |
|  | 8 | 3 | 97625 | 78100 | 39049 | 266310 | 155 | 4 |
|  | 8 | 4 | 97500 | 78000 | 38999 | 265959 | 38 | 16 |
| 8 | 5 | 96875 | 77500 | 38749 | 264254 | 9 | 73 |  |
|  | 8 | 6 | 93750 | 75000 | 374999 | 255748 | 2 | 264 |
|  | 8 | 7 | 78125 | 62500 | 31249 | 213124 | 0 | 1112 |
| 9 | 1 | 488280 | 390624 | 195311 | 1968014 | 12206 | 0 |  |
|  | 9 | 488275 | 390620 | 195309 | 1967995 | 2789 | 0 |  |
|  | 9 | 3 | 488250 | 390600 | 195299 | 1967896 | 650 | 4 |
|  | 9 | 4 | 488125 | 390500 | 195249 | 1967389 | 155 | 16 |
|  | 9 | 5 | 487500 | 390000 | 194999 | 1964873 | 38 | 73 |
|  | 9 | 6 | 484375 | 387500 | 193749 | 1952282 | 9 | 264 |
| 9 | 7 | 468750 | 375000 | 187499 | 1889299 | 2 | 1112 |  |
| 9 | 8 | 390625 | 312500 | 156249 | 1574452 | 0 | 4694 |  |
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