Homework 6 | Due September 28 (Wednesday) 1

Read: Lax, Chapter 6, pages 58-69.

1. Prove the following properties of the trace function:

(a) tr AB = tr BA for all m x n matrices A and n X m matrices B.

(b) tr AAT = 3" a?; for all n x n matrices A. The quantity is the square of the Hilbert-
Schmidt norm of A.

2. (a) Show that if A and B are similar, then A and B have the same eigenvalues.

(b) Is the converse of Part (a) true? Prove or disprove.

3. Let A be a 2x 2 matrix over R satisfying AT = A. Prove that A has 2 linearly independent
eigenvectors in R?.

4. Consider the following matrices:

2 =2 14 0 —4 85 2 2 1
A= |0 3 -—=T7|, B=11 4 =30}, C=10 2 -1
0 0 2 0 O 3 00 3

A straightforward calculation shows that the characteristic polynomials are
pa(s) = pu(s) = pe(s) = (s = 2)%(s = 3)..
(a) Determine the eigenvectors and the minimal polynomials of each matrix
(b) Find a basis {vy,vs,v3} for R? where Bv; = 3vy, By = 2v,, and (B — 2I)vz = v..
Write the matrix of this linear map with respect to this new basis.

(c) Repeat the previous step for the matrix C'.

5. Let Ay be a 3 x 3 matrix representing a rotation of R? through an angle # about the
y-axis.
(a) Find the eigenvalues for Ay over C.

(b) Determine necessary and sufficient conditions on 6 in order for Ay to contain three
linearly independent eigenvectors in R®. Justify your claim and interpret it geomet-
rically.

6. Let A be an invertible n x n matrix. Prove that A~ can be written as a polynomial in
degree at most n — 1. That is, prove that there are scalars ¢; such that
A_l = Cn_lAn_l —|— Cn_QAn_Q + s ClA —|— C()I .

7. Let A be an n x n matrix over C with distinct eigenvalues A{,...,\,. For a vector
z=(z1,...,2,) € C", define the norm of z by

" 1/2
EEOEN
i=1
(a) Prove that if |\;| < 1 for all 4, then ||ANz|| = 0 as N — oo for all z € C™.
(b) Prove that if |\;| > 1 for all i, then ||AYz|| — oo as N — oo for all nonzero z € C".
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