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Definitions
Throughout, A: X — X will be an n X n matrix over an algebraically closed field K.
Definition
The characteristic polynomial of A is

pa(t) = det(tl — A).

t—an —an2 —ai3 e —a1(n—1) —alin
—ani t— ax» —an3 A —32(,,_1) —aon
—az1 —az t—asz ... —a3(n—1) —asn
det(tl — A) =
—3(n—1)1 —An-1)2 —3n-1)3 --- t—ama) (1) T3n—1)n
—an1 —an2 —an3 .. —ap(n—1) t — ann
Remarks

m Recall that det M = Z sgn(w)mﬂ(l)’lmw(z)’z coo m,r(n)),,.
TESy
m The characteristic polynomial has degree n, and its roots are the eigenvalues of A.
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Determinant and trace, revisited

Proposition 4.4

If the eigenvalues of A are A\1,..., A, then

trA:iX,', detA:ﬁA,'
i=1 i=1

This follows from the following two observations:

t— an —ain —ai3 A —al(n,l) —ain
—an t—axn —an3 e —ax(n-1) —azn
—asi —asn t — az3 e —a3(n—1) —asnp
det(t/ — A) =
—3(-1)1  —An-12 —3n-1)3 -+ L= amD)(n1) —An—1)n
—an1 —ap —an3 C —an(n—1) t — anpn

det M =" sgn(m)Ma(1)1Mr(2)2 "+ Mr(n),n-
TESy
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Polynomials of matrices

Remark
If Av = A\v, then Akv = \kv for all k € N.

Actually, much more is true:

Spectral mapping theorem
If X is an eigenvalue of A, then for any polynomial g(t),
(a) g(X) is an eigenvalue of g(A)

(b) conversely, every eigenvalue of g(A) has this form.

Corollary 4.5

Every eigenvalue of pa(A) is zero.

Actually, much more is true:

Cayley-Hamilton theorem

Every matrix satisfies its characteristic polynomial. That is, pa(A) = 0.
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Lemma 4.6 (exercise)
Let P and Q be polynomials with matrix coefficients:
P(t) = Ppt" +--- 4+ P1t + Py, Q(t) = Qmt™ + - + Q1t + Qo.
Their product is a polynomial
R(t) = P(t)Q(t) = (Pnt" + - + P1t + Po)(Qmt™ + - - - + Qit + Qo)
= Rotmt"™™™ + -+ + Rit + Ro,

where Ry = Y~ P;Q;. Moreover, if A commutes with the Q;'s, then P(A)Q(A) = R(A).
i+j=k

We will apply this to the polynomial Q(t) = t/ — A, and so det Q(t) = pa(t).
Let Cji be the (j, i) cofactor of Q(t). By Cramer's theorem, det Q(t)/ = (Cj;)Q(t).
If we let P(t) = (Cji), then
R(t) := P(t)Q(t) = det Q(t)! = pa(t)l.
Clearly, A commutes with the coefficients of Q(t), and Q(A) =0, so

R(A) = P(A)Q(A) = det Q(A)! = pa(A) = 0.
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