Homework 7 | Due March 9 (Thursday) 1

Read: Lax, Chapter 6, pages 69-76.

1. Let A be an invertible n x n matrix. Prove that A=! can be written as a polynomial in
degree at most n — 1. That is, prove that there are scalars ¢; such that

Ail = CnflAnil + Cn,QAniz + -+ ClA + C()[.

2. Let A be an eigenvalue of A, and let N; be the nullspace of (A — A ). Elements of N; are
called generalized eigenvectors of X\. The special case of i = 1 are the ordinary (“genuine”)
eigenvectors. Prove that A — AI extends to a well-defined map N;,;/N; — N;/N;_1, and
that this mapping is 1-1.

3. Let A be an n x n matrix over C with an eigenvalue A and corrresponding eigenvector vy .
Let vs be a generalized eigenvector satisfying (A — AI)vg = 5.

(a) Prove that for any natural number N,

ANy = ANVuy + NAV 1y, .
(b) Prove that for any polynomial ¢(¢) € C[t],

q(A)vz = q(A)v2 + ¢' (N,

where ¢'(t) is the derivative of g.

(c) Conjecture a formula for ¢(A)v,,, where vy, ..., v, are generalized eigenvectors of A
with (A — Al )vy = vi—1 (and say vy = 0, for convenience).

4. Do the following for the matrix A below, and then repeat it for B:

10 1 0 100 1
2 1 2 1 21 0 —4
A=10 0 -1 0| B=11 91 -9
4 0 —6 1 000 1

(a) Find the characteristic polynomial and all (genuine) eigenvectors.
(b) For each eigenvalue A, compute dim N4_yj); for j =1,2,3,....
)
)

(c) Find a basis of C* consisting of generalized eigenvectors.

(d) Factor the matrix as a product PJP~!, where the columns of P are the generalized
eigenvectors and J is the matrix of the linear map with respect to this new basis.
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