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Overview

Last time, we defined an inner product space, as a vector space with a symmetric
positive-definite bilinear form.

This generalized the notion of the dot product in standard Euclidean space, R".
The Cauchy-Schwarz and triangle inequalities allowed us to define analogues of
m length: ||x|| = \/(x,x)

m angle: cosf = M

Iyl

If an inner product space is a generalization of Euclidean space, then orthogonal is the
analogue of perpendicular.

Definition

Two vectors x, y € X are orthogonal if (x,y) = 0. We write x L y. J
Pythagorean theorem

Ifx Ly, then [|x+ y[2 = [IxI[2 +|IyII% J
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Why orthogonal bases are nice
Let x1,...,xn be an orthogonal basis (not necessarily orthonormal).

Given v € X, we can write
vV =aixy + -+ anxp.

We can find a formula for a; by applying the linear map (—, x;) to both sides:

Remark
We can project x onto a vector u € X by defining

. X
Proj, x = ——u.

(u,u)

proj, x =

Definition

The vectors xi, ..., x, in X is orthonormal if

1y
i) = 0 = {o i#j.
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Orthonormal bases

Key idea

m Orthogonal is the abstract version of “perpendicular.

m Orthonormal means “perpendicular and unit length.”

Orthonormal bases are really desirable!

n n
If x1,...,Xn is an orthonormal basis, x = E aixj, and y = E b;x;, then
i=1 i=1

m a; = proj,, x = (X, X;)

n
m(x,y)=> ab
i=1

n
" IE =04
i=1

If the columns of a matrix A are orthonormal, then AT A = /.

Remark J
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Examples of orthogonality
Let's compare what orthogonality means in several inner product spaces:
1. X = R", with the standard dot product.

2. X = R?, with inner product

2 1
(are1 + me2, brer + boed) = [b1 by {1 2} {:;] =2a1by + a1by + b1ax + 2a2b;.

Next, for fun, we'll do a quick high-level tour of how orthogonality arises in differential
equations, involving:

1. Fourier series

2. Sturm-Liouville theory
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Fourier series

Consider the space X = Perp(R) of 2m-periodic piecewise functions, with the inner product
1 v
rg) =~ [ fGogta ax
T™J—7

The set
1 . .
{ﬁ’ Cos X, cosZX,...}LJ{smx7 sin 2x, }

is an orthonormal basis w.r.t. to this inner product.

Thus, we can write each f(x) € Pera, uniquely as

oo
f(x) = ? +Za,,cosnx+bnsin nx,

n=1
where 1 7
ap = Projeos nx () = (f,cosnx) = f/ f(x) cos nx dx
E

1 T
bn = Projgin nx (f) = (f,sin nx) = f/ f(x) sin nx dx
T™J—7

Remark
There are technical details that need to be addressed regarding infinite sums and
convergence, but those are beyond the scope of this class.
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Legendre polynomials

The following is an eigenvalue problem Ly = Ay, on (—1,1):

d d
~Lla-x)= } =)y.
~la—A—y]=x
The eigenvalues are A\, = n(n+ 1), n € N, and the eigenfunctions solve Legendre’s equation:
1-x2)y" —2xy' + n(n+1)y =0.

For each n, one solution is a degree-n “Legendre polynomial”

1 dn
2ot o [0~ 1"

Pn(x) =

1
They are orthogonal with respect to the inner product (f, g) = / f(x)g(x) dx.
-1
It can be checked that

1
2
(P Pa) = /_1 Pr(ox)Palo) I = 52— .

By orthogonality, every function f, continuous on —1 < x < 1, can be expressed using
Legendre polynomials:

S £, Py
f(x) = ngocnPn(x), where ¢, = ﬁ =(n+ %) <f’ pn>.
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Legendre polynomials

Po(x) =1

Pi(x) =x

Py (x) = %(3)(2 —-1)

P3(x) = %(5X3 —3x)

Pa(x) = §(35x* — 30x% + 3)

Ps(x) = £(63x° — 70x3 + 15x)

Pe(x) = 2(231x® — 315x* + 105x2 — 5)
P7(x) = 7£(429x7 — 693x° + 315x% — 35x)

= =0
—rel
=2
=—n=3
— =i
=5
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Chebyshev polynomials

The following is a “weighted” eigenvalue problem Ly = Aw(x)y on [—1,1]:

Aty
VI—x2
The eigenvalues are A\, = n? for n € N, and the eigenfunctions solve Chebyshev's equation:
(1 —x%)y" =xy' +n’y =0.
For each n, one solution is a degree-n “Chebyshev polynomial,” defined recursively by
To(x) =1, Ti(x) = x, Trntr1(x) = 2xTh(x) — Th—1(x).

! f(x)e(x)
1 V1—x2

They are orthogonal with respect to the inner product (f, g) =

It can be checked that

L Tm(X) Ta(x) Loabmn m#0,n#0
TITH Tn) = —————dx =142 ’
< ) [1 V1—x2 x ™ m=n=0

By orthogonality, every function f(x), continuous for —1 < x < 1, can be expressed using
Chebyshev polynomials:

f S T, h 7<f’T">72fT if
(X)NZC,, ,,(X)7 where Cnfm7;< y n>, if n > 0.
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Chebyshev polynomials (of the first kind)

To(x) =1 Ta(x) =8x* —8x2 +1

Ti(x) = x Ts(x) = 16x> — 20x3 + 5x

To(x) =2x2 -1 To(x) = 32x5 — 48x* +18x% — 1

T3(x) = 4x3 — 3x T7(x) = 64x7 — 112x> + 56x3 — 7x
1.0 T T T T T L T T T T

g n=0
[ n=1
0.5F
n=4
X "/ /

—0.5L n=>5

T, (x)

-1.0

.
<

71.(") - 705 T IO.()I - ‘0.5I
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