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The matrix AT A

Consider an n X m matrix A over R, where
A= [xl xm],

The m x m matrix AT A is self-adjoint:

xlT X1 xlT Xy e xlT Xm
T T T
- Xy X1 Xy Xa Xy Xm
A'A=
X,;’; X1 X,Z,— Xy v x,;f Xm

Note that A: R™ — R” and ATA: R™ — R™. We've already seen that:

1. rank A=rank ATA and nullity A= nullity ATA (in fact, Na = Ny7,),
2. ATA>0,and ATA > 0if xq,...,xm are linearly independent,

3. If Ny = 0, then the projection matrix onto Span(xi, ..., xm) is A(ATA)~1AT,

Later, we'll diagonalize AT A to get the celebrated singular value decomposition of A.
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Gram matrices

Now, we'll generalize the construction of AT A, the “matrix of dot products.”

We'll see that every positive matrix is a “matrix of inner products.”

Definition

Let x1,...,xm € X, with inner product (, ). The Gram matrix of these vectors is
G = (GU)7 where G,"j = (X,‘,XJ').

Notice that G = A*A, where A = [xl xm].

Theorem 7.6

1. Every Gram matrix is nonnegative.

2. The Gram matrix of a set of linearly independent vectors is positive.

3. Every positive matrix is a Gram matrix.

M. Macauley (Clemson) Lecture 7.2: Nonstandard inner products Math 8530, Advanced Linear Algebra 3/8


mailto:macaule@clemson.edu

Other examples of Gram matrices

1. Let X = {f: [0,1] — R}, where (f,g) = /1 f(t)g(t)dt. If
0

i=1 h=t ..., fa=t""1
then the Gram matrix is G = (Gj;), where

1
i+j—1

i =

2. Consider X = {f: [0,27] — C} and a “weighting function” w: [0,27] — R*, define

27 -
(f.g) = /O £(0)g(8)w(0) db.

If f; = ei? for j = —n,...,n, then the (2n+ 1) x (2n + 1) Gram matrix is
G = (ij) = (Ck_j), where

27 .
Co = / w(0)e=“%do.
0
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New inner products from old

Let X be a vector space with inner product (-, -).

A positive map M > 0 defines a nonstandard inner product (-, ), where
(%, y) = (x, My).

Lemma 7.4 (HW)

If H,M: X — X are self-adjoint and M > 0, then M—1H is self-adjoint with respect to the
inner product (x, y) = (x, My).

Definition
If HM: X — X are self-adjoint and M > 0, the generalized Rayleigh quotient is

(x,Hx) _ (x, MM~1Hx)  (x, M~!Hx)
(x, Mx) — (x, Mx) - (x, x)

Ry m(x) = = Ry—1y{x) w.rt. (,).

Note that:
m the ordinary Rayleigh quotient is simply Ry = Ry j.
m the generalized Rayleigh quotient is an ordinary Rayley quotient.
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The generalized Rayleigh quotient

Key remark
Results on the generalized Rayleigh quotient Ry p(x) follow from interpreting results of the
ordinary Rayleigh quotient to

(x, M~1Hx) _ (x, Hx)

(x, x) - (x, Mx) = Rum()-

Ry—1y(x) ==

For example, the minimum value of the Rayleigh quotient is the smallest eigenvalue of H:
Ry(vi) = A, where Hv; = A\1vq.
The minimum value of the generalized Rayleigh quotient is the smallest eigenvalue of M—1H:
Ru,m(vi) = Ry—1y(w1) = p1, where M~ 1Hw, = Hiwy.
Now, w.r.t. the inner product (,), let
Xi := Span(v1)*, and so X = X1 @ Span(v1), dimX; =n—1.
The minimum value of the generalized Rayleigh quotient on Xj is

2 = HXH 1{I'R’M 1) | (5, v1) =0} = Hnwln {Ru,m(x) | (x, Mvy) = 0}

where M~ 1Hw, = paws, and pp is the 2nd smallest eigenvalue of M~—1H.
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The min-max principle for the generalized Rayleigh quotient

Theorem 6.8 (recall)
Let H: X — X be self-adjoint with eigenvalues A\; < --- < A,. Then

M= dim Sk {xnqui(o RH(X)} ’

Proposition 7.5 (HW)

Let H,M: X — X be self-adjoint and M > 0.
1. Show that there exists a basis vy, ..., v, of X where each v; satisfies

Hv; = piMv;  (p; real), (vi, Mvj) = { é :;j

2. Compute (vj, Hv;), and show that there is an invertible matrix U for which U*MU = |

and U*HU is diagonal.

3. Characterize the numbers p1, ... un by a minimax principle.
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The Hadamard product of matrices

Let A = (aj) and B = (bj;) be matrices of the same size. The Hadamard product of A and
B is defined as
Ao B = (aubu)

Schur's product theorem
If A,B >0, then so is Ao B.
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