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Abstract

In this paper, we develop a posteriori error estimates for Finite Element (FE) approximations
of viscoelastic fluid flows governed by differential constitutive laws of Giesekus and Oldroyd-B
type. We use the general framework developed by Verfürth for constructing residual based a
posteriori error estimates for nonlinear equations. Numerical experiments using adaptive com-
putations demonstrating the effectiveness of these error estimates are then presented for three
examples. The first two examples are problems with known solutions and the third example is,
a benchmark problem, the channel flow with a cylindrical obstacle problem.
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1 Introduction

In the past two decades, numerical simulations of viscoelastic fluid flows governed by differential
constitutive laws has been a major challenge to scientists. Coupling of the saddle point problem
formed by the momentum and continuity equations, and a differential constitutive law (that is
hyperbolic in character) poses significant numerical challenges. Maintaining the ellipticity of the
saddle point problem over the entire domain has been a major challenge, especially within regions
of high stress transitions. Another major difficulty encountered is dealing with singularities of the
solution in high stress transition regions. Also, in practical applications, discretized viscoelastic flow
problems yield very large linear systems. Solving such systems has also proven to be challenging due
to computer processing speed and memory limitations in computers, making the solution process
a bottleneck in numerical simulations. These three sources of difficulty have limited numerical
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simulations to fluids with limited elastic effects. Numerical simulation of fluids with high elastic
effects has proven to be a challenge; known commonly as the “High Deborah1 number” problem (or
the “High Weissenberg number” problem).

Solution schemes aimed at resolving the “High Deborah number” problem have been proposed over
the past years. These include EEME [14], EVSS [22], EVSS-G [26], DEVSS-G [17], AVSS [24], and
DAVSS-G [25]. These schemes have increased the Deborah number for flows that can be simulated
for particular applications.

To combat stress singularities especially in the high stress transition regions, various stabilizing
schemes for discretizing the constitutive equations have been studied. These include the Discon-
tinuous Galerkin (DG) method of Lesaint and Raviart [16], Streamline Upwind (SU) method [13],
and the Streamline Upwind Petrov Galerkin (SUPG) method of Brooks and Hughes [3]. Based on
a “small data” assumption, SUPG and DG have been shown for problems in R

2 to converge at a
rate of h3/2 [1, 23], where h is the spatial mesh size.

Within the framework of Finite Element (FE) methods, generating optimal or near optimal meshes
is a useful technique for increasing accuracy at a lower computational costs. A posteriori error
estimates have been used with much success as a guiding tool in adaptively generating optimal
or near optimal meshes, and in adaptively computing solutions to problems with boundary layers
(regions of rapid transition of the solution) (see: [7, 8, 9]). Sandri [23] derived a posteriori error
estimates for a fluid obeying the power law. Recent results have also been published on a posteriori
error estimates for some quasi-Newtonian Stokes flows [11] and for a nonlinear three-field problem
arising from Oldroyd-B viscoelastic flows [20]. Owens [19] and Chauvière and Owens [5] have
constructed error indicators for spectral element methods for an Oldroyd-B fluid.

In this paper, we develop a posteriori error estimates for the Giesekus and Oldroyd-B type differen-
tial constitutive laws. We start by defining the problem and its governing equations. An abstract
framework from [27] for constructing a posteriori error estimates for non-linear differential equa-
tions is then presented. After describing some of the FE tools necessary for constructing the error
estimates, viscoelastic fluid flow equations are then cast in this framework. A posteriori error es-
timates are then constructed. In section 5, numerical results are presented which demonstrate the
effectiveness of the procedure.

2 Problem Definition and Notation

Consider an isothermal viscoelastic fluid flowing in a bounded, connected, open domain Ω ⊂
R
n, (n = 2, 3) with Lipschitz boundary Γ = ∂Ω. Let n be the unit outer normal to the boundary,

Γ.

We adopt the following notation: Let xi, i = 1, . . . , n, be cartesian coordinates in R
n; given a

function u, ∂u
∂xi

is written as u,i and the partial derivative with respect to time ∂u
∂t is ut. If p is a

scalar function then ∇p defines the gradient of p which is a vector with (∇p)i = p,i. If u is a vector
1The Deborah number represents a measure of the ratio of the magnitude of the elastic forces to that of the viscous

forces[2].
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then the gradient of u, ∇u, is a second order tensor written as (∇u)i,j = uj,i, the divergence of u is
a scalar given as ∇·u = ui,i, and u ·∇ = ui

∂
∂xi

. If τ and σ are second order tensors then the matrix
product of τ and σ, τσ is a second order tensor with (τσ)ij = τikσkj , the divergence of τ , ∇ · τ is a
vector with (∇ · τ)i = τji,j and σ : τ = σijτij is a scalar.

For viscoelastic fluid flows, the pressure p is a scalar function, velocity u is a vector function, while
the total stress τtot is a second order tensor.

The conservation of momentum equation can be expressed as

ρut + ρ(u · ∇)u = ∇ · τtot + ρf̃ , (2.1)

where f̃ is a combination of the body forces on the fluid, and ρ the density of the fluid.

The total stress tensor, τtot is written as

τtot = −pI + τN + τ,

where I is the unit tensor, τN is the Newtonian component of the stress and τ is the viscoelastic
stress component.

For a broad class of differential constitutive models written in non-dimensional form, the viscoelastic
stress component may be modeled by the following constitutive law:

λ
(∂aτ
∂t

+
γ

α
(ττ)

)
+ τ = 2αD(u), (2.2)

where ∂aτ
∂t denotes an objective derivative defined in (2.3), D(u) = 1

2(∇u+(∇u)T ) is called the rate
of strain tensor (deformation tensor), and α ∈ (0, 1) and γ are model parameters.

To complete the formulation we need the conservation of mass equation

∂ρ

∂t
+∇ · (ρu) = 0.

In this study we make the following two assumptions:

A1: The flow is time independent and creeping.

A2: The fluid is incompressible.

Based on assumption A1, and the decomposition of τtot the balance of momentum equation becomes

−∇ · (−pI + τN + τ) = f,

while the conservation of mass equation reduces to

∇ · u = 0.
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A general definition of ∂aτ
∂t describing a wide variety of models is given as

∂aτ

∂t
= τt + (u · ∇)τ + ga(τ,∇u), (2.3)

where
ga(τ,∇u) = W(u)τ − τW(u)− a(D(u)τ + τD(u)),

and W(u) = 1
2(∇u−(∇u)T ) denotes the vorticity tensor, and a ∈ [−1, 1] is a parameter. The choices

a = 1,−1, 0 corresponding to the upper, lower and corrotational convected derivatives, respectively.

The Newtonian stress τN , is defined as

τN = 2(1− α)D(u).

Incorporating this definition of τN into the momentum equation we have

−2(1− α)∇ · D(u)−∇ · τ +∇p = f.

Note: The case γ = 0 in (2.2) yields the Oldroyd-B model.

Associated with the model equations we assume the following boundary conditions. For velocity
we let u = u0 at the boundary Γ. For the stress we specify τ = τ0 at the inflow boundary Γ−,
where Γ− := {x ∈ Γ, | u · n < 0}. These boundary conditions are motivated by the character
of the governing equations : momentum equation being elliptic while the constitutive equation is
hyperbolic.

In order to simplify the analysis, take u0 = 0. Then, as there is no inflow boundary, no boundary
condition is necessary for the stress. Additionally, we restrict our attention to the case λ > 0. For
λ = 0 the model may be rewritten as a Stokes problem. Thus the problem of interest can be written
as:

Problem (O): Find (u, τ, p) such that

τ + λ(u · ∇)τ + λ
γ

α
(ττ) + λga(τ,∇u)− 2αD(u) = 0 in Ω , (2.4)

− 2(1− α)∇ · D(u)−∇ · τ +∇p = f in Ω , (2.5)
∇ · u = 0 in Ω , (2.6)

u = 0 on Γ . (2.7)

3 A Posteriori Error Estimation for Nonlinear Differential Equa-
tions

In this section we present the abstract framework as described in [27] for constructing a posteri-
ori error estimates for non-linear differential equations, followed by a collection of Finite Element
approximation tools.
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3.1 Abstract a posteriori error estimates

For ease of exposition we follow the notation used in Verfürth [27]. Let X and Y be two Banach
spaces with the norms || · ||X and || · ||Y respectively. For any element u ∈ X and any real number
R > 0 define

B(u,R) := {v ∈ X | ||u− v||X < R}.

Let L(X,Y ) denote the Banach space of continuous linear maps from X to Y equipped with the
operator norm || · ||L(X,Y ). Denote by Isom(X,Y ) ⊂ L(X,Y ) the open subset of linear homeomor-
phisms of X onto Y . The dual space of Y , Y ∗ := L(Y, IR) and < ·, · > represents the duality pairing
between Y and Y ∗.

Let F ∈ C1(X,Y ∗) be a continuously differentiable function. Denote the linearization of F about
u0 by DF (u0).

Theorem 3.1 (Verfürth [27]) Let u0 ∈ X satisfy F (u0) = 0 and assume there exists (non-trivial)
subspaces XD ⊂ X, Y ∗

D ⊂ Y ∗ such that DF (u0) ∈ Isom(XD, Y
∗
D). In addition, assume that DF is

Lipschitz continuous at u0 i.e. there is an R0 > 0 such that

Υ := sup
u∈B(u0,R0)

||DF (u)−DF (u0)||L(X,Y ∗)

||u− u0||X
<∞, (3.8)

and let Rmin be given by

Rmin = min{R0, Υ−1||DF (u0)−1||−1
L(Y ∗

D,XD), 2Υ−1||DF (u0)||L(X,Y ∗)}. (3.9)

Then for any u ∈ B(u0, Rmin) ∩XD we have the estimates

1
2
||DF (u0)||−1

L(X,Y ∗)||F (u)||Y ∗ ≤ ||u− u0||X , (3.10)

and
||u− u0||X ≤ 2||DF (u0)−1||L(Y ∗

D,XD)||F (u)||Y ∗ . (3.11)

This theorem provides an abstract framework on which a posteriori error estimates for non-linear dif-
ferential equations can be constructed. An obvious difficulty in using this error estimator is that the
true solution u is not known. Generally, the multipliers ||DF (u0)||−1

L(X,Y ∗) and ||DF (u0)−1||L(Y ∗
D,XD)

can be approximated by ||DF (uh)||−1
L(Xh,Y

∗
h ) and ||DF (uh)−1||L(Y ∗

h ,Xh), respectively, given an ap-
proximate solution uh, where Xh ⊂ XD ⊂ X and Yh ⊂ Y ⊂ YD are appropriate Finite Element
(FE) spaces.

As noted in [27] (Remark 2.2) estimate (3.10) can be modified to obtain local estimates. To demon-
strate this we include the proof of (3.10).
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Proof of (3.10).
From Verfürth [27], let ψ ∈ Y with ||ψ||Y = 1, then

〈F (u), ψ〉 = 〈DF (u0)(u− u0), ψ〉+
〈∫ 1

0
[DF (u0 + t(u− u0))−DF (u0)](u− u0) dt, ψ

〉
, (3.12)

and thus

||F (u)||Y ∗ ≤ ||DF (u0)||L(X,Y ∗)||u− u0||X

+
∫ 1

0
||DF (u0 + t(u− u0))−DF (u0)||L(X,Y ∗)||u− u0||X dt

≤ ||DF (u0)||L(X,Y ∗)||u− u0||X +
1
2
Υ||u− u0||2X

≤ 2||DF (u0)||L(X,Y ∗)||u− u0||X . (3.13)

Now, let S = span{ψi} ⊂ Y , where support(ψi) ⊂ Λ ⊂ Ω. Consider ψ ∈ S. In view of the proof of
(3.10), we have that

||F (u)||S∗ ≤ 2||DF (u0)||L(X,S∗)||(u− u0)|Λ||X ,
≤ 2||DF (u0)||L(X,Y ∗)||(u− u0)|Λ||X . (3.14)

Let Fh ∈ C(Xh, Y
∗
h ) be an approximation of the function F . Denote the identity operator from Y

to Y as IdY . Then, we have the following result.

Theorem 3.2 (Verfürth [27]) Let uh ∈ Xh be an approximate solution of the equation

Fh(uh) = 0,

with ||Fh(uh)||Y ∗
h
“small”. Assume that there is a restriction operator Rh ∈ L(Y, Yh), a finite

dimensional subspace Ỹh = span{ψi} ⊂ Y , where support(ψi)⊂ Λ ⊂ Ω, and an approximation
F̃h : Xh → Ỹ ∗

h of F at uh.
Then,

||F (uh)||Y ∗ ≤ ||(IdY −Rh)∗F̃h(uh)||Y ∗

+ ||(IdY −Rh)∗[F (uh)− F̃h(uh)]||Y ∗

+ ||Rh||L(Y,Yh)||F (uh)− Fh(uh)||Y ∗
h

+ ||Rh||L(Y,Yh)||Fh(uh)||Y ∗
h
,

(3.15)

and

||F̃h(uh)||Ỹ ∗
h
≤ ||F (uh)||Ỹ ∗

h
+ ||F (uh)− F̃h(uh)||Ỹ ∗

h
. (3.16)

Combining Theorems 3.1 and 3.2 yields the basis for obtaining a residual based a posteriori error
estimate. The choice of Rh comes naturally, given that Xh and Yh are FE spaces(for example a
Clément [6] type interpolation operator). Note that F̃h(uh) is a projection of F (uh) elementwise
onto a suitable finite dimensional space. The space Ỹh is typically the space spanned by a set of
bubble functions constructed such that (3.16) holds.
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3.2 FE approximation tools

In this section we present a collection of FE tools used in constructing the error bounds. LetW l,q(Ω)
represent the usual Sobolev spaces with norm and seminorm || · ||l,q;Ω and | · |l,q;Ω, respectively.
Likewise, the Lp(Ω) norm is defined as || · ||p;Ω. In particular, let H l represent the Sobolev space
W l,2(Ω) with norm and seminorm || · ||l,2;Ω and | · |l,2;Ω, respectively. For ease of notation we drop
the domain from the norm and seminorm notations when the domain is obvious.

Let Πh,j(Ω), j ≥ 1, denote a family of finite element partitions of Ω into simplices(triangles in R
2

and tetrahedrons in R
3) that satisfy:

1. Any two simplices in Πh,j(Ω) are either disjoint or share a face, an edge or a vertex (a geo-
metrically conforming partition).

2. The ratio hT
ρT

< &, for all T ∈ Πh,j(Ω), (no degenerate simplices),

where, T , hT , ρT and hE denote a simplex, the diameter of T , the diameter of the largest ball that
can be inscribed into T , and the diameter of the face E of T , respectively. These conditions allow
local mesh refinements to be performed while preserving properties 1 and 2.

Define Th, Eh and Nh as the collection of all the simplices, faces and vertices, respectively, in
the partition Πh,j(Ω). Given any T ∈ Th, denote by Eh(T ) and Nh(T ) the set of its faces and
vertices respectively. For each T ∈ Th and E ∈ Eh, we define the neighborhoods and the extended
neighborhoods of T and E respectively as:

wT :=
⋃

Eh(T )∩Eh(T ′) �=∅
T ′, wE :=

⋃
E∈Eh(T ′)

T ′, (3.17)

w̃T :=
⋃

Nh(T )∩N (T ′) �=∅
T ′, w̃E :=

⋃
Nh(E)∩N (T ′) �=∅

T ′, (3.18)

Let W l,q(w̃T ) and W l,q(w̃E) be suitable Sobolev spaces defined on the extended neighborhoods of
T and E respectively. For k ∈ IN, define

Sk,−1
h := {ϕ : Ω → IR : ϕ|T ∈ IPk ∀ T ∈ Πh,j(Ω)}, (3.19)

Sk,0h := Sk,−1
h ∩ C(Ω), (3.20)

where, IPk, k ≥ 0, is the space of polynomials of degree at most k.

Let Ih : L1(Ω) → S1,0
h denote the interpolation operator of Clément [6]. Then, the following lemma

holds.

Lemma 3.1 (Verfürth [27]) There exists constants c1 and c2 depending only on the ratio hT
ρT

such
that for T ∈ Th, E ∈ Eh, and 1 ≤ q ≤ ∞ the following error estimates are valid

||ϕ− Ihϕ||k,q;T ≤ c1h
l−k
T ||ϕ||l,q;w̃T

, 0 ≤ k ≤ l ≤ 2, ϕ ∈W l,q(w̃T ),

||ϕ− Ihϕ||q;E ≤ c2h
l−1/q
E ||ϕ||l,q;w̃E

, 1 ≤ l ≤ 2, ϕ ∈W l,q(w̃E).
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Given a partition of Ω, we define the “broken” norms and seminorms on Ω as

|| · ||l,q;Ω :=

{∑
T

|| · ||ql,q;T

}1/q

, || · ||q;Ω :=

{∑
T

|| · ||qq;T

}1/q

, | · |l,q;Ω :=

{∑
T

| · |ql,q;T

}1/q

. (3.21)

Let VT ⊂ L∞(T ) and VE ⊂ L∞(E) denote fixed polynomial spaces defined on T and E respectively.
Let T̂ and Ê be the reference simplex and reference face respectively as defined in [27]. Let ψ

T̂
and

ψ
Ê
∈ C∞(T̂ , IR) be two functions with the properties:

0 ≤ ψ
T̂
≤ 1, max

x̂∈T̂ ψT̂ (x̂) = 1, ψ
T̂
= 0 on ∂T̂ , (3.22)

0 ≤ ψ
Ê
≤ 1, max

x̂∈Ê ψÊ(x̂) = 1, ψ
Ê
= 0 on ∂T̂\Ê. (3.23)

Let T be an arbitrary simplex and E ⊂ ∂T , then there is an invertible affine mapping

FT := T̂ → T,

such that T̂ is mapped to T , and Ê is mapped to E, and

ψT := ψ
T̂
◦ F−1

T , ψE := ψ
Ê
◦ F−1

T .

For a simplex T with face E, let P : L∞(E) → L∞(T ) be the continuation operator defined in [27],
and let p and q be two real numbers such that 1

p +
1
q = 1, then the following lemma holds.

Lemma 3.2 (Verfürth [27]) There are constants c1, . . . , c7 which only depend on the spaces VT̂
and V

Ê
, the functions ψ

T̂
and ψ

Ê
, the number p and the ratio hT /ρT , such that the following

inequalities hold for all T ∈ Th, E ∈ Eh, u ∈ VT , and σ ∈ VE:

c1||u||0,p;T ≤ supv∈VT

∫
T uψT v

||v||0,q;T
≤ ||u||0,p;T , (3.24)

c2||σ||p;E ≤ supτ∈VE

∫
E σψEτ

||τ ||q;E
≤ ||σ||p;E , (3.25)

c3h
−1
T ||ψTu||0,q;T ≤ ||∇(ψTu)||0,q;T ≤ c4h

−1
T ||ψTu||0,q;T , (3.26)

c5h
−1
T ||ψEPσ||0,q;T ≤ ||∇(ψEPσ)||0,q;T ≤ c6h

−1
T ||ψEPσ||0,q;T , (3.27)

||ψEPσ||0,q;T ≤ c7h
1/q
T ||σ||q;E . (3.28)

Similarly, by the definition of ψT ,
ψTu ≤ u

implying that
||ψTu||0,p;T ≤ ||u||0,p;T . (3.29)

In addition we have the following local inverse inequalities.
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Lemma 3.3 ([15]) There exists a positive constant C, depending on the shape regularity constant,
such that for all u ∈ IPk(T ) and for all T ∈ Πh,j(Ω)

||u||22;∂T ≤ C
k2

hT
||u||22;T , |u|21,2;T ≤ C

k4

h2
T

||u||22;T . (3.30)

4 A Posteriori Error Estimation for Viscoelastic Fluid Flow

Using the theorems and lemmas above, combined with standard tools used in FE methods, one can
now proceed with the construction of a posteriori error estimates for viscoelastic fluid flow governed
by differential constitutive laws. Before we proceed let us define the spaces to be used.

Velocity Space: M := H1
0 (Ω)

n = {v ∈ H1(Ω)n : v = 0 on ∂Ω},
Stress Space: Σ := H1(Ω)n×nsym = {σij ∈ H1(Ω), 1 ≤ i, j ≤ n : σij = σji}

Pressure Space: Q := L2
0(Ω) = {q ∈ L2(Ω) :

∫
Ω
q dx = 0}.

Given these spaces we can then define the variational form for problem (2.4)-(2.7) as:

〈F ([u, τ, p]), [v, σ, q]〉 :=∫
Ω
(τ + λ(u · ∇)τ + λ

γ

α
(ττ) + λga(τ,∇u)− 2αD(u)) : σ dA

+
∫

Ω
((2(1− α)D(u) + τ − pI) : ∇v − f · v) dA

+
∫

Ω
q∇ · u dA , ∀ [v, σ, q] ∈ [M,Σ, Q]. (4.31)

Let Mh ⊂ M , Σh ⊂ Σ and Qh ⊂ Q be the FE spaces corresponding to a partition, Πh,j(Ω) of Ω.
Define Mh, Σh and Qh as:

Mh :=
{
v ∈M ∩ C0(Ω)n; v ∈ IPk(T )n, ∀ T ∈ Πh,j(Ω)

}
, (4.32)

Σh :=
{
σ ∈ Σ ∩ C0(Ω)n×n; σ ∈ IPl(T )n×n, ∀ T ∈ Πh,j(Ω)

}
, (4.33)

Qh :=
{
q ∈ Q ∩ C0(Ω); q ∈ IPs(T ), ∀ T ∈ Πh,j(Ω)

}
, (4.34)

where k and s are properly chosen so as to satisfy the LBB (inf-sup) condition [12]. IfMh and Qh do
not satisfy the inf-sup condition, then one needs to adopt an appropriate stabilization mechanism
for the modified Stokes part of the governing equations (see [21] for some stabilization techniques).

A discretization of F using SUPG as the stabilization mechanism for the constitutive equation then
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yields Fh as:

〈Fh([uh, τh, ph]), [vh, σh, qh]〉 := 〈F ([uh, τh, ph]), [vh, σh, qh]〉

+
∑
T

∫
T
(τh + λ(uh · ∇)τh + λ

γ

α
(τhτh) + λga(τh,∇uh)− 2αD(uh)) : (δ(hT , uh)uh · ∇σh) dA,

∀ [vh, σh, qh] ∈ [Mh,Σh, Qh], (4.35)

where

δ(hT , uh) =

{
c hT |T |1/2

λ‖uh‖0,2;T
, if uh �= 0 on T

0, if uh = 0 on T
,

with |T | denoting the area/volume of T in R
n.

In [23], Sandri proved solvability of (4.35) for the Oldroyd-B model (γ = 0) for k = 2, l = 1, s = 1,
and established a priori error estimates for the approximation, assuming a smooth, small solution.

Let πk,T y be a projection of y onto a polynomial space with degree k on the simplex T . Next, we
define F̃h as F in (4.31), with f replaced by its projection πku,T f , where ku is the polynomial degree
of the velocity space. Then, the following equality is straight forward to verify.

〈F̃h([uh, τh, ph]), [v, σ, q]〉 =∑
T

∫
T
(τh + λ(uh · ∇)τh + λ

γ

α
(τhτh) + λga(τh,∇uh)− 2αD(uh)) : σ dA

+
∑
T

∫
T
(−2(1− α)∇ · D(uh)−∇ · τh +∇ph − πku,T f) · v dA

+
∑
T

∫
T
q∇ · uh dA+

∑
E

∫
E
[τh · nE − pnE + 2(1− α)D(uh) · nE ]E · v dS,

∀ [v, σ, q] ∈ [M,Σ, Q], (4.36)

where the notation [f ]E represents the jump of f across the face E and nE is the normal vector to
E. If E falls on Γ then nE coincides with the exterior normal on Γ.

Note that the above definitions of F , Fh, and F̃h depend on the formulation adopted, and the
stabilization mechanism used.

For ease of notation defineX = Y :=M×Σ×Q andXh = Yh :=Mh×Σh×Qh. For x = (u, τ, p) ∈ Y
define the norm on Y as

||x||X = ||x||Y =
{
||u||21,2 + ||τ ||21,2 + ||p||20,2

}1/2
.

Also, for brevity let

Rm := −∇ · τh − 2(1− α)∇ · D(uh) +∇ph − πku,T f , (4.37)

Rs := τh + λ(uh · ∇)τh + λ
γ

α
(τhτh) + λga(τh,∇uh)− 2αD(uh) , (4.38)

Rc := ∇ · uh , (4.39)
RJ := [τh · nE − phnE + 2(1− α)D(uh) · nE ]E . (4.40)
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Before we proceed let us define the restriction operator Rh : Y → Yh as

Rh := [Ihu1, . . . , Ihun, Ihτ11, Ihτ12, . . . , Ihτnn, 0].

Let the polynomial degrees of the approximating spaces for u, τ and p be k, l and s respectively.
Then, the space Ỹh is defined as

Ỹh := span{[ψT v, 0, 0], [0, ψTσ, 0], [0, 0, ψT q], [ψEPw, 0, 0] :
v ∈ [IPm1(T )]

n, σ ∈ [IPm2(T )]
n×n, q ∈ [IPk−1(T )], w ∈ [IPm3(E)]n, } (4.41)

where P is the continuation operator defined in [27], 0 is the zero vector, 0 is the zero tensor and

m1 = max{k, l − 1, s− 1}, (4.42)
m2 = max{k + l − 1, k − 1, 2l}, (4.43)
m3 = max{k − 1, l, s}. (4.44)

Given the spaces and auxillary results above, we now construct the necessary bounds to the terms in
(3.15) and (3.16). First, we construct an upper bound for the term ||(IdY −Rh)∗F̃h([uh, τh, ph])||Y ∗ .
Let [v, σ, q] ∈ Y with ||[v, σ, q]||Y = 1, then using Lemma 3.1,

||(IdY −Rh)∗F̃h([uh, τh, ph])||Y ∗ = sup
[v,σ,q]∈Y

||[v,σ,q]||Y =1

∣∣∣ ∑
T

∫
T
Rs : (σ − Ihσ) dA+

∑
T

∫
T
Rm · (v − Ihv) dA

+
∑
T

∫
T
qRc dA+

∑
E

∫
E
RJ · (v − Ihv) dS

∣∣∣
≤ c

{∑
T

η2
T

}1/2

, (4.45)

where ηT is defined as

ηT :=
{
h2
T ||τh + λ(uh · ∇)τh + λga(τh,∇uh) + λ

γ

α
(τhτh)− 2αD(uh)||20,2;T

+h2
T || − ∇ · τh − 2(1− α)∇ · D(uh) +∇ph − πku,T f ||20,2;T

+||∇ · uh||20,2;T + hE ||[τh · nE − phnE + 2(1− α)D(uh) · nE ]E ||22;E
}1/2

. (4.46)

Next, using Lemma 3.1 we can bound the second term in (3.15) as:

||(IdY −Rh)∗[F ([uh, τh, ph])− F̃h([uh,τh, ph])]||Y ∗

= sup
[v,σ,q]∈Y

||[v,σ,q]||Y =1

∣∣∣ ∑
T

n∑
i=1

∫
T
(fi − πku,T fi)(vi − Ihvi) dA

∣∣∣
≤ c

∑
T

||f − πku,T f ||0,2;T ||v − Ihv||0,2;T

≤ c
{∑

T

h2
T ||f − πku,T f ||20,2;T

}1/2
. (4.47)
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Now, let us examine the consistency error. Let [vh, σh, qh] ∈ Yh then,

〈F ([uh, τh, ph])− Fh([uh, τh, ph]), [vh, σh, qh]〉 = −
∑
T

δ(hT , uh)
∫
T
Rs : (uh · ∇σh) dA. (4.48)

By definition,

||F ([uh, τh, ph])− Fh([uh, τh, ph])||Y ∗
h

= sup
[vh,σh,qh]∈Yh||[vh,σh,qh]||Y =1

|〈F ([uh, τh, ph])− Fh([uh, τh, ph]), [vh, σh, qh]〉|

= sup
[vh,σh,qh]∈Yh||[vh,σh,qh]||Y =1

∣∣∣ ∑
T

δ(hT , uh)
∫
T
Rs : (uh · ∇σh) dA

∣∣∣
≤

∑
T

δ(hT , uh)||Rs||0,2;T ||uh · ∇σh||0,2;T

≤ c
∑
T

δ(hT , uh)||Rs||0,2;T ||uh||∞,T ||∇σh||0,2;T

≤ c
∑
T

δ(hT , uh)||Rs||0,2;T ||uh||∞,T ||σh||1,2;T . (4.49)

Thus,

||F ([uh, τh, ph])− Fh([uh, τh, ph])||Y ∗
h
≤ c

{∑
T

(
||uh||∞,T δ(hT , uh)

)2
||Rs||20,2;T

}1/2

. (4.50)

The term ||Fh(uh)||Y ∗
h
in Proposition 3.2 represents the residual of the approximating linear system.

Since we assume the system is solved “exactly” (up to round-off error) we have

||Fh(uh)||Y ∗
h
= 0. (4.51)

Equations (3.16) and (3.14) can be combined to obtain a local lower bound for the error esti-
mate. This is done in two steps. First, we show that we can bound each of the terms in ηT by
sup〈F̃h([uh, τh, ph]), [vb, σb, qb]〉 for [vb, σb, qb] ∈ Ỹh with support([vb, σb, qb])⊂ wT and ||[vb, σb, qb]||Y =
1. Then, we construct an upper bound for the second term on the right hand side of (3.16).

Let Ỹh|w0, w0 ∈ {T, wE , wT }, denote the set of all functions φ ∈ Ỹh with support in w0. Using
Lemma 3.2 we start with the residual term from the continuity equation.

c1||Rc||0,2;T ≤ sup
s∈IPk−1(T )\{0}

∫
T (∇ · uh)ψT s dA

||s||0,2;T

c1||Rc||0,2;T ≤ sup
s∈IPk−1(T )\{0}

〈F̃h([uh, τh, ph]), [0, 0, ψT s]〉
||ψT s||0,2;T

≤ sup
[vb,σb,qb]∈Ỹh|T
||[vb,σb,qb]||Y =1

〈F̃h([uh, τh, ph]), [vb, σb, qb]〉. (4.52)
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Next, the residual from the momentum equation. By combining the lower and upper bound from
(3.24) and (3.26) we have,

c1||Rm||0,2;T ≤ sup
w∈IPm1 (T )\{0}

∫
T Rm · ψTw dA

||w||0,2;T

c1c
−1
4 hT ||Rm||0,2;T ≤ sup

w∈IPm1 (T )\{0}

∫
T Rm · ψTw dA
||∇(ψTw)||0,2;T

= sup
w∈IPm1 (T )\{0}

〈F̃h([uh, τh, ph]), [ψTw, 0, 0]〉
||∇(ψTw)||0,2;T

≤ c sup
[vb,σb,qb]∈Ỹh|T
||[vb,σb,qb]||Y =1

〈F̃h([uh, τh, ph]), [vb, σb, qb]〉. (4.53)

The constitutive equation term is then bounded in a similar fashion to the momentum equation

c1||Rs||0,2;T ≤ sup
r∈IPm2 (T )\{0}

∫
T Rs : ψT r dA

||r||0,2;T

c1||Rs||0,2;T ≤ sup
r∈IPm2 (T )\{0}

〈F̃h([uh, τh, ph]), [0, ψT r, 0]〉
||ψT r||0,2;T

c1c
−1
4 hT ||Rs||0,2;T ≤ sup

r∈IPm2 (T )\{0}

〈F̃h([uh, τh, ph]), [0, ψT r, 0]〉
||∇(ψT r)||0,2;T

≤ sup
[vb,σb,qb]∈Ỹh|T
||[vb,σb,qb]||Y =1

〈F̃h([uh, τh, ph]), [vb, σb, qb]〉. (4.54)

Lastly, the jump term. We begin by establishing that for t ∈ IPm3(E) we have

||t||2;E ≥ c h
1/2
E ||ψEPt||1,2;wE . (4.55)

Letting Ti, i = 1, 2 denote the simplices which share the face E, from the upper bounds in (3.28)
and (3.27) it follows that

||t||2;E ≥ c−1
7 h

−1/2
Ti

||ψEPt||0,2;Ti =
1
2
c−1
7 h

−1/2
Ti

||ψEPt||0,2;Ti +
1
2
c−1
7 h

−1/2
Ti

||ψEPt||0,2;Ti (4.56)

≥ 1
2
c−1
7 h

−1/2
Ti

||ψEPt||0,2;Ti +
1
2
c−1
7 h

−1/2
Ti

c−1
6 hTi ||∇ψEPt||0,2;Ti (4.57)

≥ 1√
2
ch

1/2
Ti

||ψEPt||1,2;Ti . (4.58)

As wE = T1 ∪ T2 and hT
ρT

< &, estimate (4.55) follows.
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Now, from (3.25),(3.27) and (4.55),

c2||RJ ||2;E ≤ sup
t∈IPm3 (E)\{0}

∫
E RJ · ψPt dA

||t||2;E

≤ sup
t∈IPm3 (E)\{0}

{
〈F̃h([uh, τh, ph]), [ψEPt, 0, 0]〉 −

∫
wE

Rm · ψEPt dA
}

c h
1/2
E ||ψEPt||1,2;wE

≤ sup
t∈IPm3 (E)\{0}

〈F̃h([uh, τh, ph]), [ψEPt, 0, 0]〉+ ||Rm||0,2;wE ||ψEPt||0,2;wE

c h
1/2
E ||ψEPt||1,2;wE

≤ sup
t∈IPm3 (E)\{0}

〈F̃h([uh, τh, ph]), [ψEPt, 0, 0]〉+ c5hT ||Rm||0,2;wE ||∇(ψEPt)||0,2;wE

c h
1/2
E ||ψEPt||1,2;wE

.

(4.59)

Combining (4.59) and (4.53) we obtain

h
1/2
E ||RJ ||2;E ≤ C̃ sup

[vb,σb,qb]∈Ỹh|wE||[vb,σb,qb]||Y =1

〈F̃h([uh, τh, ph]), [vb, σb, qb]〉. (4.60)

Now, combining inequalities (4.52),(4.53),(4.54) and (4.60) we get

ηT ≤ c sup
[vb,σb,qb]∈Ỹh|wT||[vb,σb,qb]||Y =1

〈F̃h([uh, τh, ph]), [vb, σb, qb]〉. (4.61)

Next, the second part of (3.16). Using Lemma 3.2 and [vb, σb, qb] ∈ Ỹh, we now construct an upper
bound for the second term on the right hand side of (3.16).
As,

〈F ([uh, τh, ph])− F̃h([uh, τh, ph]), [vb, σb, qb]〉 =
∑

T ′⊂wT

∫
T ′
(f − πku,T ′f) · vb dA, (4.62)

we have

||F ([uh, τh, ph])− F̃h([uh, τh, ph])||Ỹ ∗
h
= sup

[vb,σb,qb]∈Ỹh||[vb,σb,qb]||Y =1

|〈F ([uh, τh, ph])− F̃h([uh, τh, ph]), [vb, σb, qb]〉|
||[vb, σb, qb]||Y

≤ sup
[vb,σb,qb]∈Ỹh||[vb,σb,qb]||Y =1

∑
T

∣∣∣ ∫
T
(f − πku,T f) · vb dA

∣∣∣
≤

∑
T ′⊂wT

||f − πku,T ′f ||0,2;T ′ ||vb||0,2;T ′

≤ c−1
3

∑
T ′⊂wT

hT ′ ||f − πku,T ′f ||0,2;T ′ ||∇vb||0,2;T ′

≤ c−1
3

{ ∑
T ′⊂wT

h2
T ′ ||f − πku,T ′f ||20,2;T ′

}1/2
. (4.63)
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Combining (4.61) and (4.63) with (3.14) and (3.16) yields

ηT ≤ c̄4

{
||u− uh||21,2,wT

+ ||τ − τh||21,2,wT
+ ||p− ph||20,2,wT

}1/2

+ c̄5

{ ∑
T ′⊂wT

h2
T ′ ||f − πku,T ′f ||20,2;T ′

}1/2
. (4.64)

Next, we combine the above computations with Theorem 3.1 to establish an a posteriori error
estimate. However, before doing so we comment on the subspaces XD ⊂ X and Y ∗

D ⊂ Y ∗. For
F (u) = 0 denoting the system of equations (2.4)-(2.6), and X = Y = M × Σ × Q, DF (u0) /∈
Isom(X,Y ∗). From [10], we have that for Ω ⊂ R

n (n = 2, 3), ∂Ω ∈ C2, γ = 0, if f ∈ Lr (n < r <∞)
has a sufficiently small Lr-norm then (2.4)-(2.6) possesses exactly one small strong solution (u, τ, p),

u ∈ D(Ar), τ ∈W 1,r(Ω)n×nsym , p ∈ W̃ 1,r(Ω),

where W p,q denotes the usual Sobolev space notation, and

D(Ar) :=W 2,r(Ω)n ∩W 1,r
0 (Ω)n ∩ {v ∈ Lr(Ω)n : ∇ · v = 0, v · n = 0 on ∂Ω},

W̃ 1,r(Ω) = {v ∈W 1,r(Ω) |
∫

Ω
v dx = 0}.

For
X̂D = (W 2,r(Ω)n ∩W 1,r

0 (Ω)n)×W 1,r(Ω)n×nsym × W̃ 1,r(Ω),

and
Ŷ ∗
D = Lr(Ω)n ×W 1,r(Ω)n×nsym ×W 1,r(Ω),

the iterative argument used in [10] to establish existence and uniqueness of the strong solution may
be modified to show that for u0 ∈ (W 2,r(Ω)n∩W 1,r

0 (Ω)n)×W 2,r(Ω)n×nsym ×W̃ 1,r(Ω) sufficiently small,
DF (u0) ∈ Isom(X̂D, Ŷ

∗
D).

To obtain an a posteriori error estimate we let u in (3.11) denote the approximation (uh, τh, ph).
Additionally, we must assume the existence of subspaces XD ⊂ X and Y ∗

D ⊂ Y ∗ such that the weak
solution (u, τ, p) ∈ XD, (uh, τh, ph) ∈ XD, and DF (u, τ, p) ∈ Isom(XD, Y

∗
D). (Note that we cannot

use the strong solution space X̂D for our choice of XD as uh /∈W 2,r(Ω).)

Theorem 4.1 Let [u0, τ0, p0] be a weak solution of Problem (O) satisfying the hypotheses of Theorem
3.1, and let [uh, τh, ph] ∈ Xh be a solution of

〈Fh([uh, τh, ph]), [vh, σh, qh]〉 = 0, ∀ [vh, σh, qh] ∈ Yh,

where Fh is defined in (4.35), which is sufficiently close to [u0, τ0, p0] in the sense of Theorem 3.1
and also satisfies the hypotheses of Theorem 3.2. Then for some constants c1, . . . , c5, the following
a posteriori error estimates hold{

||u0 − uh||21,2 + ||τ0− τh||21,2 + ||p0 − ph||20,2
}1/2

≤

c1

{∑
T

η2
T

}1/2
+ c2

{∑
T

(
||uh||∞,T δ(hT , uh)

)2
||Rs||20,2;T

}1/2
+ c3

{∑
T

h2
T ||f − πku,T f ||20,2;T

}1/2
,

(4.65)
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and

ηT ≤ c4

{
||u0 − uh||21,2;wT

+ ||τ0 − τh||21,2;wT
+ ||p0 − ph||20,2;wT

}1/2

+ c5

{ ∑
T ′⊂wT

h2
T ′ ||f − πku,T ′f ||20,2;T ′

}1/2
. (4.66)

where Rs and ηT are as defined above.

Remark: The constants c1, . . . , c5 in (4.65),(4.66) are independent of h but depend upon the true
solution [u0, τ0, p0].

Proof:
Firstly we establish the existence of the derivative of F and show that it is Lipschitz continuous in
a neighbourhood of [u0, τ0, p0].

Let DF0 ∈ L(X,Y ∗) be defined by

〈DF0([u, τ, p]), [v, σ, q]〉 :=∫
Ω
(τ + λ((u · ∇)τ0 + (u0 · ∇)τ +

γ

α
(ττ0 + τ0τ) + ga(τ,∇u0) + ga(τ0,∇u))− 2αD(u)) : σ dA

+
∫

Ω
q∇ · u dA+

∫
Ω
(2(1− α)D(u)− pI + τ) : ∇v dA, (4.67)

for [v, σ, q] ∈ Y .

Now, using the continuous imbedding of H1 in L4,

〈F ([u, τ, p])− F ([u0, τ0, p0])−DF0([u− u0, τ − τ0, p− p0]), [v, σ, q]〉

=
∫

Ω
λ
(
(u · ∇)τ − (u · ∇)τ0 − (u0 · ∇)τ + (u0 · ∇)τ0 +

γ

α
(ττ − ττ0 − τ0τ + τ0τ0)

+ ga(τ,∇u)− ga(τ,∇u0)− ga(τ0,∇u) + ga(τ0,∇u0)
)
: σ dA

=
∫

Ω
λ
(
((u− u0) · ∇)(τ − τ0) +

γ

α
(τ − τ0)(τ − τ0) + ga(τ − τ0,∇(u− u0))

)
: σ dA

≤ c λ
(
||u− u0||0,4||∇(τ − τ0)||0,2 +

γ

α
||τ − τ0||0,4||τ − τ0||0,2

+ 4||τ − τ0||0,4||∇(u− u0)||0,2
)
||σ||0,4

≤ c λ
(
||u− u0||1,2||τ − τ0||1,2 +

γ

α
||τ − τ0||21,2 + 4||τ − τ0||1,2||u− u0||1,2

)
||σ||1,2

≤ c λ(
γ

α
+ 5)||[u, τ, p]− [u0, τ0, p0]||2X ||[v, σ, q]||Y . (4.68)

Thus, as

lim
[u,τ,p]→[u0,τ0,p0]

||F ([u, τ, p])− F ([u0, τ0, p0])−DF0([u− u0, τ − τ0, p− p0])||L(X,Y ∗)

||[u, τ, p]− [u0, τ0, p0]||X
= 0, (4.69)
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we have that F is differentiable about [u0, τ0, p0].

Next, to observe the Lipschitz continuity of the derivative, let DF1(·) denote the derivative at
[u1, τ1, p1].

Then, for [v, σ, q] ∈ Y , [u, τ, p] ∈ B([u0, τ0, p0], R0),

〈DF1([u, τ, p])−DF0([u, τ, p]), [v, σ, q]〉

=
∫

Ω
λ((u · ∇)(τ1 − τ0) + ((u1 − u0) · ∇)τ +

γ

α
(τ(τ1 − τ0) + (τ1 − τ0)τ)

+ ga(τ,∇(u1 − u0)) + ga((τ1 − τ0),∇u)) : σ dA

≤ 2 c λ(
γ

α
+ 5)||[u1, τ1, p1]− [u0, τ0, p0]||X ||[u, τ, p]||X ||[v, σ, q]||Y . (4.70)

i.e,

||DF1([u, τ, p])−DF0([u, τ, p])||L(X,Y ∗)

||[u1, τ1, p1]− [u0, τ0, p0]||X
≤ 2 c (

γ

α
+ 5)||[u, τ, p]||X

≤ 2 c (
γ

α
+ 5)(||[u0, τ0, p0]||X +R0) = Υ. (4.71)

Having verified the hypotheses, the stated results (4.65) and (4.66) now follow from (4.45),(4.47),
(4.50),(4.51), and (4.64).

A stabilization of (2.4) using the Discontinuous Galerkin (DG) method modifies the definition of
Fh(·) to

〈Fh([uh, τh, ph]), [vh, σh, qh]〉 := 〈F ([uh,τh, ph]), [vh, σh, qh]〉

−
∑
T

∫
∂T−

λuh · n(τh+ − τh−) : σh dA,

∀ [vh, σh, qh] ∈ [Mh,Σh, Qh]. (4.72)

where ∂T− represents the inflow boundary of the simplex T defined as

∂T− := { x ∈ ∂T : u(x) · n(x) < 0 }.

Baranger and Sandri in [1] proved the existence of the solution to (4.72) for the Oldroyd-B model
(γ = 0), and also established a priori error estimates for the approximation.

For the DG method, the consistency error is then

〈F ([uh, τh, ph])− Fh([uh, τh, ph]), [vh, σh, qh]〉 =
∑
T

∫
∂T−

λuh · n(τh+ − τh−) : σh dA . (4.73)
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Thus,

||F ([uh, τh, ph])− Fh([uh, τh, ph])||Y ∗
h
≤ sup

[vh,σh,qh]∈Yh||[vh,σh,qh]||Y =1

∑
T

∣∣∣∣ ∫
∂T−

λuh · n(τh+ − τh−) : σh dA
∣∣∣∣

≤ sup
[vh,σh,qh]∈Yh||[vh,σh,qh]||Y =1

∑
T

||λuh · n(τh+ − τh−)||2;∂T− ||σh||2,∂T−

≤ sup
[vh,σh,qh]∈Yh||[vh,σh,qh]||Y =1

∑
T

ch
−1/2
T ||λuh · n(τh+ − τh−)||2,∂T− ||σh||0,2;T

≤ c∗
{∑

T

h−1
T ||λuh · n(τh+ − τh−)||22;∂T−

}1/2
. (4.74)

Using (4.74) instead of (4.50) we can then modify the result to obtain a similar estimate for the DG
stabilization.

Theorem 4.2 Let [u0, τ0, p0] be a weak solution of Problem (O) satisfying the hypotheses of Theorem
3.1, and let [uh, τh, ph] ∈ Xh be a solution of

〈Fh([uh, τh, ph]), [vh, σh, qh]〉 = 0, ∀ [vh, σh, qh] ∈ Yh,

where Fh is given in (4.35), which is sufficiently close to [u0, τ0, p0] in the sense of Theorem 3.1
and also satisfies the hypotheses of Theorem 3.2. Then for some constants c1, . . . , c5, the following
a posteriori error estimates hold{

||u0 − uh||21,2 + ||τ0− τh||21,2 + ||p0 − ph||20,2
}1/2

≤

c1

{∑
T

η2
T

}1/2
+ c2

{∑
T

h−1
T ||λuh · n(τh+ − τh−)||22,∂T−

}1/2
+ c3

{∑
T

h2
T ||f − πku,T f ||20,2;T

}1/2
,

(4.75)

and

ηT ≤ c4

{
||u0 − uh||21,2;wT

+ ||τ0 − τh||21,2;wT
+ ||p0 − ph||20,2;wT

}1/2

+ c5

{ ∑
T ′⊂wT

h2
T ′ ||f − πku,T ′f ||20,2;T ′

}1/2
. (4.76)

where ηT is as defined above.

5 Numerical Experiments

In this section, we present numerical experiments based on the a posteriori error estimate (4.65).
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Let N represent the number of degrees of freedom associated with velocity, pressure and stress
combined. For xh an approximation to x, we denote the H1 and L2 errors associated with xh as:

E1(xh) := ||x− xh||1,2 and E0(xh) := ||x− xh||0,2 .

Associated with the approximations to velocity, pressure and stress, we define two total error terms:

E0 :=
{(
E1(uh)

)2 +
(
E0(ph)

)2 +
(
E0(τh)

)2
}1/2

,

and
E1 :=

{(
E1(uh)

)2 +
(
E0(ph)

)2 +
(
E1(τh)

)2
}1/2

.

For E0 the error in the stress is measured in the L2 norm, whereas for E1 the error in the stress is
measured in the H1 norm. We define the error indicator Ẽ, as the right hand side of (4.65) with
the constants c1 = 1 and c2 = c3 = 0. Note that the second term on the right hand side of (4.65)
can be bounded by the first term, thus the second term can be written as a constant multiple of
the first term. Note also, that the third term on the right hand side of (4.65) is a higher order term
and may in general be ignored. Next, we define two effectivity indices, Ieff0 and Ieff1 as:

Ieff0 :=
Ẽ

E0
and, Ieff1 :=

Ẽ

E1
.

For the numerical computations we used as the approximation spaces for the velocity and pressure
the Taylor-Hood pair; continuous piecewise quadratics and continuous piecewise linears, respectively.
For the polymetric stress tensor the approximation space was comprised of continuous piecewise
linear elements. The approximating nonlinear system of equations was solved by lagging the non-
linearities and then iteratively solving the resulting linear system to steady state. The GMRES and
BiCGSTAB algorithms, with ILU preconditioning, were used to solve the linear systems.

A standard adaptive computational algorithm was used in the computations:

1. Construct an initial coarse mesh Πh,j , j = 0.

2. Compute the approximate solution on Πh,j .

3. Compute the global a posteriori error estimate. If the estimate is less than a preset tolerance
exit the computation.

4. Based upon each triangles’ contribution to the global error estimate, determine which triangles
are to be refined.

5. Refine the mesh and set j = j + 1. Return to step 2.

We used a 15-15 rule for determining which triangles were to be refined. For a triangle to be a
candidate for refinement its contribution to the global a posteriori error must have been at least 15%
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of that of the element with the largest contribution. In addition, the maximum number of triangles
designated for refinement at each iteration was limited to 15% of the total number of triangles.
Thus, a triangle was refined if it was one of the 15% “worst” triangles and its contribution to the
global a posteriori error estimate was at least 15% of that of the “very worst” triangle. The local
refinement algorithm used is described in [18].

The first two examples, taken from [11], have singularities just exterior to their domains, near the
points (2,2) and (0,0) respectively. In order to have a known solution for the polymetric stress τ , a
right hand side function is added to (2.4). This function is then calculated so that the solution for τ
is τ = 2αD(u). For each example computations with λ = 0.1, λ = 0.5 and λ = 1.0 were performed.
In all the computations we have used α = 0.41, corresponding to the value for the MIT Boger fluid
[25].

Example 1.
We take as the computational domain a square with side length 2 units, Ω = (0, 2) × (0, 2). The
velocity, polymetric stress, and pressure used are

u(x, y) :=
[
−(4.1− x− y)−1/3

(4.1− x− y)−1/3

]
, τ(x, y) := 2αD(u), p(x, y) := x+ y.

Example 2.
For this example Ω is an L-shaped domain given by Ω = (−1, 1) × (−1, 1) − (0, 1) × (0, 1). The
velocity, polymetric stress, and pressure used are

u(x, y) :=


(y−0.1)

[(x−0.1)2+(y−0.1)2]1/2

(0.1−x)
[(x−0.1)2+(y−0.1)2]1/2

 , τ := 2αD(u), p(x, y) := (2− x− y)1/2.

The numerical results for Example 1 (λ = 0.5) are presented in Tables 5.1 and 5.2, which contain
for each grid used the total degrees of freedom N , the exact errors associated with the velocity,
pressure and polymetric stress(L2 and H1), the total error terms E0, E1, the error indicator Ẽ, and
the effectivity indices Ieff0 and Ieff1 . The adaptive grids generated for Examples 1 and 2 (λ = 0.5)
are displayed in Figure 5.1.

From Tables 5.1 and 5.2 we observe that Ẽ is a more robust predictor for E0 than it is for E1

indicated by the fact that Ieff0 is more consistent than Ieff1 under the refinement process. (It is
worth noting that Ẽ was computed with the values c1 = c3 = 1 and c2 = 0. More appropriate
choices are currently under investigation.) Presented in Table 5.2 are numerical computations for
Example 1 with λ = 0.5 for a uniformly refined mesh. Successive entries in Table 5.2 correspond
to “half-refinements” of the current mesh. By considering alternate entries in Table 5.2 we observe
optimal orders of approximation for the velocity, stress and pressure. Namely, O(h2) in || · ||H1 ,
O(h2) in || · ||L2 and O(h2) in || · ||L2 , respectively.

Remarks:

1. Note that E0 ≤ E1, so the upper bound (4.65) is also a valid estimator for E0.
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N E1(uh) E0(τh) E1(τh) E0(ph) E0 E1 Ẽ Ieff0 Ieff1
2946 0.13594 0.17597 4.46413 0.05164 0.22828 4.46650 1.35073 5.91 0.302
3378 0.05492 0.08871 2.84009 0.03016 0.10861 2.84078 0.54983 5.06 0.193
3908 0.04232 0.04810 2.67561 0.01457 0.06570 2.67598 0.42855 6.52 0.160
4506 0.01500 0.02235 1.46776 0.00770 0.02800 1.46786 0.15169 5.41 0.103
5226 0.01085 0.01131 1.36705 0.00338 0.01604 1.36709 0.11271 7.02 0.082
6070 0.00394 0.00543 0.71784 0.00194 0.00699 0.71786 0.04008 5.73 0.055
7102 0.00282 0.00288 0.67319 0.00093 0.00414 0.67320 0.02925 7.05 0.043
8184 0.00146 0.00173 0.37441 0.00069 0.00237 0.37441 0.01469 6.18 0.039
9626 0.00113 0.00120 0.35306 0.00075 0.00181 0.35306 0.01155 6.35 0.032
11230 0.00090 0.00096 0.24833 0.00069 0.00149 0.24833 0.00901 6.03 0.036
13270 0.00075 0.00079 0.23056 0.00059 0.00124 0.23057 0.00756 6.06 0.032
15710 0.00062 0.00066 0.21090 0.00045 0.00101 0.21090 0.00630 6.19 0.029

Table 5.1: Exact and approximate errors, and effectivity indices for Example 1 using adaptive
refinements for λ = 0.5

N E1(uh) E0(τh) E1(τh) E0(ph) E0 E1 Ẽ Ieff0 Ieff1
2946 0.13594 0.17597 4.46413 0.05164 0.22828 4.46650 1.35073 5.91 0.302
5646 0.05492 0.08871 2.83993 0.03017 0.10861 2.84063 0.54974 5.06 0.193
11286 0.04231 0.04809 2.67556 0.01452 0.06568 2.67594 0.42842 6.52 0.160
22086 0.01495 0.02231 1.46649 0.00770 0.02794 1.46658 0.15119 5.41 0.103
44166 0.01079 0.01125 1.36589 0.00336 0.01595 1.36593 0.11205 7.02 0.082
87366 0.00371 0.00529 0.71163 0.00190 0.00674 0.71165 0.03801 5.63 0.053

Table 5.2: Exact and approximate errors, and effectivity indices for Example 1 using uniform
refinements for λ = 0.5.

2. Notice that E1 is completely dominated by the error in the polymetric stress(measured in the
H1 norm). On the other hand, the magnitude of the components that comprise E0 are all
consistent and none of them dominate the true error as the polymetric stress does in E1.

We have only presented results for Example 1 with λ = 0.5. Our other computations for Examples
1 and 2, with different values of λ between 0.1 and 1.0, follow the same pattern.

Example 3.
For Example 3 we consider a benchmark problem in viscoelastic fluid flow simulation; channel flow
with a cylindrical obstacle [4]. The ratio of the channel height to the cylinder diameter, H, is taken
to be 4, while the maximum inflow velocity is set at 1.5. The boundary conditions imposed are
as follows. For velocity: a fully developed flow field (parabolic profile) at the inflow and outflow
boundaries, and a non-slip (u = 0) condition along the other boundaries. For polymetric stress:
along the inflow boundary the polymetric stress for a fully developed channel flow field satisfying
the Oldroyd-B constitutive law is prescribed. For pressure: the pressure is fixed at one of the inflow
mesh points to zero.

The numerical computations for Example 3 are summarized in Tables 5.3 and 5.4, and Figures 5.2
and 5.3. The adaptive grids generated are presented in Figure 5.2. For comparison, computations
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NAR ẼAR NUR ẼUR
4832 4.2811 4832 4.2811
5672 2.7743 9248 2.4274
6828 2.2855 18496 1.7297
8178 1.2780 36160 0.7476
10100 0.9523 72320 0.5346
12600 0.7288 142976 0.2183
15488 0.5636 – –
18824 0.4526 – –
22900 0.3624 – –
27840 0.2829 – –
34012 0.2220 – –
41448 0.1843 – –

Table 5.3: Degrees of freedom and approximate errors for the channel flow problem for λ = 0.1.
Adaptive refinements (AR) on the left and uniform refinements (UR) on the right.

on uniform meshes are also presented in Tables 5.3 and 5.4. Successive entries under uniform
refinements correspond to “half-refinements” of the current mesh. (Thus, for comparison with
uniform refinements of the initial mesh, alternate entries in the table need to be ignored.) From the
adaptively generated meshes, Figure 5.2, it is clear that the refinement procedure correctly refines
the triangles in the regions of difficulty which are known to exists for this particular flow.

For Example 3, the

Error
Unknown

reduction factor :=
Initial Error/Final Error

Final Number of Unknowns/Initial Number of Unknowns
,

was for the case λ = 0.1, 2.70 for adaptive refinements compared with 0.66 for uniform refinements.
For λ = 0.5 these factors were 2.66 and 0.54 respectively. The savings obtained in using an adaptive
strategy is clearly significant, especially for problems in viscoelasticity where, to obtain an accurate
approximation, a large number of unknowns is required.
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NAR ẼAR NUR ẼUR

4832 4.6662 4832 4.6662
5768 2.9771 9248 2.7106
6932 2.2408 18496 1.8578
8316 1.4124 36160 0.9540
10264 1.0594 72320 0.5868
12472 0.7792 142976 0.2903
15220 0.6349 – –
18692 0.5046 – –
22852 0.4087 – –
27524 0.3211 – –
33660 0.2535 – –
41088 0.2059 – –

Table 5.4: Degrees of freedom and approximate errors for the channel flow problem for λ = 0.5.
Adaptive refinements (AR) on the left and uniform refinements (UR) on the right.
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(a) 3 levels of refinement(Example 1, λ = 0.5).
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(b) 6 levels of refinement(Example 1, λ = 0.5).
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(c) 3 levels of refinement(Example 2, λ = 0.5).
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(d) 6 levels of refinement(Example 2, λ = 0.5).

Figure 5.1: Adaptive meshes generated after three and six levels of refinement for Examples 1 and
2 with λ = 0.5.
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Figure 5.2: Adaptive meshes generated for the channel flow problem for λ = 0.1 and λ = 0.5.

25



10
3

10
4

10
5

10
6

10
0

Adaptive Refinements
Uniform Refinements

(a)

10
3

10
4

10
5

10
6

10
0

Adaptive Refinements
Uniform Refinements

(b)

Figure 5.3: Log-Log plot of estimated error as a function of the degrees of freedom for the channel
flow problem for (a) λ = 0.1 and (b) λ = 0.5.
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